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System Requirements Assuring That Point-to-Multipoint Broadband
Wireless Access Networks Are
Agnostic to User and Network Protocols
Ray W. Sanders
CircuitPath Network Systems

Introduction

The originalpurpose ofEEE 802 protocols was to provide standathat would becapable of
supporting packet-based data traffic iwarld where adichotomy existed betweeasynchronous

data and isochronous voice communications. The solution to supporting both types of service was
to build separateetworks for eachThe dichotomy still exdts, but, now, it isnandatory that all
communications services be combined into a single network fabric.

There have been mamyoposals for providingonvergence of communicatioretwork services.
These can beoughly categorized as 1)P-based, 2)ATM-based and 3) MPE®Gased. Sdar,
there is no approach that seems to answer all needs.

RobustQuality of Srvice (QoS) operation is a cpeiling need thamust be included in future
networks. There have been a number moposals rade over the last tenyears to solve QoS
problems, the latest of which is the DiffServ protocol effortsheflETF, anapproachthat shows
somewhat more promise than many of its predecessors, but still, like others, is complex. It is now
clear thatQoS needganbest be satisfied by focusing on Admission Control Blav Control
strategies instead of relying only onemtal network buffers andcomplex network software to

reduce network congestion and to providgtitevel priority differentiation amongervices. This
submission focuses on this important conclusion and proposes a MAC layer protocol approach that
can provide a solution.

A simple extension of existin@02 protocolscan result insuperior Admission-Control/Flow-
Control capabilityand, concomitantly, can be iplemented to interfacwith existing (or future)

protocol standards. Properly defined,will become alingua francathat enablesetworks to

support any current or future user or network protocol.

Point-to-Multipoint Broadband Wireless Access Reference Model

The reference model for a point-to-multipoint Broadband Wireless Access (B&#lIApossibly as
a part of a multi-cell network) is assumed to include the following:

* A BWA cell consists of a single base station with one or more remote stations.

* BWA operation can includé&requency DivisionDuplex (FDD) or Time Division
Duplex (TDD) operation (or a combination thereof).

» Either symmetrical or asymmetridahndwidthallocation between BWA base station
and its remote stations is allowed for duplex operation.

» All bandwidth allocations within a BWA cell are controlled by its base station.

What makes an 802 standard truly successful?

All 802 standards have been conceived with the idea that their presence enablesventiple to
participate in markets whose growth is enhanced by the standards. How well this result obtains is a
measure of the success of a standard committee’s efforts. To focus our efforts, inseenive

to first try to answer twaguestions.One is, “What 802 standard has mostfluenced the
development of the communications industry?”. The other question is, “Why??".



1999-06-30 IEEE 802.16mc-99/01

Arguably, “802.3" is the answer to the first question. Ethernet, im@sy variations, hadecome
the de factostandard forlocal areanetwork connections and isow the common means of
interconnection for a wide variety of terminal and network equipment.

There may be a number ainswers tothe “Why” question,but manywould saythat it is
something along thdollowing lines: “The 802.3 standard placesninimal restrictions on
supporting anytype of digitalsignal whether its origin be dategice orvideo.” In other words,
the 802.3 approach is quite agnostic to both user and network protocols.

Going beyond itsnitial field of application,Local Area Netwrks, the 802.3 protocol has been

used within a number of fixed wireless implementations. Most of these have been in point-to-point
symmetrical FDD duplex configurations. But, in spite of itgreat success inlocal area
environments and itimited application infixed wirelesssystems, no 802.8ariant fits well the

needs of point-to-multipoilBWA networks.Without substantial modification, Wwastesavailable
bandwidth and has no built-in bandwidth allocation mechanism.

A major objective of thé802.16 Working Group must be tdevise a standarthat is at least as
successful as 802.3. This submission strongly suggests that this can dleegtaihdard includes
within its MAC layer a bandwidth allocation mechanism that results in protocol-agnostic operation.

Is there a common thread amongexisting Admission-Control/Flow-
Control Strategies?

The premise ofthis submission ighat thereis a common thread amorknown Admission
Control/Flow Control strategie®ll approaches depend on end-to-end Bandwidth-On-Demand
allocations between a multiplicity of data sources and their respective data sinks.

Scheduling bandwidth between edge nodes of a BWA networkthis common
thread. How to do it inthe BWA environment agnostic touser and network
protocols is the challenge.

How can we achieve a Bandwidth-On-Demand MAC layer objective?

The best outcome 0802.16deliberations will be a simple standalét works with all 802 and
other Layer 2/3etwork protocols. Based dhework of a number of vendors whwave been
willing to move forward without a standard in placiere appears to be emerging a common
approach that can be standardized to produce the desired result.

Vendors are incorporating “minislots” within a Time Divisiorulitplex (TDM) format as &critical
part of theirsystems.These minislots havevo purposesOne is toallow for multiple bursts of
contiguous minislots to support variable length packets.

A second purpose results frotime assumptionthat abase station is responsilier scheduling
transmissions in both thwoadcastbase-station to remote-station) direction and foré¢ten path
from each remote station to thmmse station. Aelatively small amounteturn path Bandwidth
(some number of minislots padDM frame) is setaside, enabling remotestations torequest
assignment by the Base Station bandwidth (minislotshimn tosend returrpathtraffic. Since it
is usually very bandwidtimefficient to assignfixed bandwidth to return pattransmissions for
long periods of time, a key rol®r a basestation is togrant minislots to a remote station in
response to a remote station’s requests.

A growing consensus is implement aequest/graniprotocolthat causes a base station to grant
bandwidth chunks to any remote station in response to the remote station’s requests.

Simplified statement of BWA network scheduler requirements

Oneway of looking atBandwidth-On-Demand operation trsttisfiesBWA network needs is to
realize that we are attempting (metaphorically or actually) to interconnect backplardistanee.
An analogous situation hat of interconnecting backplanes in staclssdtches, multiplexers,
routers and similar units. The fundamental problem of interconnecting backeitreedocally or
at a distance is illustrated simplistically in FigureDiatafrom an input port at one end tife link

_3_
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must be scheduled to be delivered aver link to an outpuport atthe other end of thenk. For
input portdata, docal scheduleisendsinformation to the remote scheduler as to the time(s) of
occurrence of the input port data on the link so that the remote scheduler can deli\aa tioethe
proper output port at the distant end.

Scheduler synchronization is a mandatory requiremenhetivorks involving interconnected
backplanes. It is a mandatomgquirement to implemenAdmission Control/Flow Control
networking.

Scheduler Scheduler
1/0 1/10
1/0 1/0

110
110 110

o

FIGURE 1 SIMPLIFIED BLOCK DIAGRAM OF SYNCHRONIZED SCHEDULERS

A fundamentalssue in designing cgopetitive BWA systems is to devise methaitist assure the
receiveside ofeach local remotstation scheduler is synchronized wiitle send side of its base
station scheduler andce versa*

More specific requirements for BWA network schedulers

One of the assumptions of this submission is that a base station must be responsible for scheduling
bandwidth for not only itsown transmissions ta@emote stations, but also for returnpath
transmissionsEachscheduler has tweparts, a sengbart and aeceivepart, sothat there are

always two synchronized schedulsend/receive partéor every duplex ihk. Each pair of
send/receive partsupportsone direction of informatiorilow. This meansthat if there areN

remote stations, the base station must manage bandwidth scheduliNgstireduler pairs

For base-station to remote-stations broaddits, the base station scheduledl embeded-

channel traffic from its inpuports tomeet thesystem’s established QoS specificatiofise base

station informsthe remotestations of base station’s forthcomingrismissions. Foreturnpaths,

the remote stations inform the base station of its needs, whereupon the base station transmits return
path scheduling information to the remetations,taking into account the relative priorities of the
requests from all remote stations within a BWA cell.

"It should be noted that the word “synchronized” relates to the state of each scheduler with respect to the traffic on the
link. It does not presume that the scheduler and links are slaved to a system or network master clock. One might describe
the scheduler synchronization requirement as one that assures coherence between the schedulers and the information on
the link. This distinction may be important in some circumstances where the link may or may not be slaved to a master
clock. For example, supposed that the link is a standard Ethernet connection. The schedulers must be synchronized with
the Ethernet frames that may or may not be slaved to a master clock. Simpler systems often obtain from clock-synchronous
operation of shared media networks as this approach obviates the necessity for complex software to deal with time stamped
packets or ATM cells.

% There are cases where scheduling may need occur in only one direction so that only N schedulers are required. For
example, Video On Demand and other “On Demand” broadcast services need share bandwidth only in the broadcast
direction. The return path bandwidth can be small and permanently assigned either full time or on a contention basis. The
discussion herein focuses on bandwidth scheduling in two directions, but could be modified with obvious changes.

4
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In most instances, it would be wasteful fhie base station taassign full-time return path
bandwidth. Request/grant protocols are an obvious means by which retutrapathissions can
be made efficient and satisfy global BWA cell needs.

Proposed Protocol Stack Model

A request/grant protocol need not depend on any specific MAC layer protocol that now exists. This
suggests that theretise prospect of defining a geneMdAC Bandwidth Alocation Sublayer that

can be incorporated within a multiplicity of MAC protocols. Based orstlggested protocatack
models of several authors of 802.16 submissions [1], [2], [3],tli]architectural model shown

in Figure 2 appears appropriate.

Bandwidth
IP Frame ATM PSTN/STM MPEG Allocation
S e'?e'ay ATM STM MPEG Control with
Convergence Convergence| Convergence| Convergence
__MAC Layer | MAC Layer [ MAC Layer | MAC Layer =MAC Layer |
MAC Bandwidth Allocation Sublayer
Physical Layer

FIGURE 2 PROTOCOL STACK LAYERING INCLUDING A MAC BANDWIDTH ALLOCATION
SUBLAYER

Figure 2 shows interface support for IP, Frame ReAdW\, various possible PSTN ardr other
Synchronous Transfelode (STM) services,and MPEG. In addition to providing standard
network service interfaces, the model includes an interface for Bandwliddatn Control. This
is not a network protocol interface, but is a conintg¢rface bywhich bandwidthcan be managed
over signaling channels of a netwdrkk. As shown inthe figure, it includes an Aplication
Programinterface (APIl)that becomes a part of ttf802.16 standardThe dotted line MAC
Bandwidth Allocation Sublayer is the standard interface that supports all services.

Applications supported by the model

The model works best when applied to informaflows as opposed to individual packets. A flow
can be one of two things. For Constant Bit Rate (C&f)Variable Bit Ratg VBR) applications
(such as voice or video), it is a continuous stream of (clocked) infornthtbms transmittedrom

an information source to a correspondsigk. Forpacketized dat&raffic, it is a flow of (one or
more) packets that belong to a single message or data file.

It is likely that any future protocol will fit within the dichotomy biirst-flow or continuous-flow
traffic. Even if packet-based protocols become the dominant network interface (thatsersers
believe islikely), the flow models based othe ATM definitions (CBR, VBR, ABR and UBR,
with appropriate sub-classifications) appear sound.

The proposedapproach allows assignment of bandwitlth eachflow. Predetermined priorities
for each flow class (and subclass) determine the relative amoassighed bandwidth among the
classes.

The model is the equivalent tifrning on a physicatircuit for eachflow. However, it isvery
unlike a conventionatircuit switch. The modelallows the bandwidth of anycircuit to be varied
dynamically. In othewords, the bandwidth of any circuit, oncestablished, is not static. It is
varied according to the intensity of thew. This bandwidth scheduling technique satisfies QoS
needs at both the flow level and the class level.

The proposed bandwidth schedulingodel is simple bupowerful and is uniquelapplicable to
BWA networks.
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Mechanisms for dynamically adjusting bandwidth

A preferred mechanisiior dynamically adjusting thbandwidth foread flow is to implement a
means by which the number of minisigier flow in a TDM frame can be changdzhsed oreach
flow’s instantaneous traffic needs and their service level guarantees.

This approach is the equivalent of connecting a clocked circuit to eaclwvhere the clockingrate
can be fixed, varied or quickly turdi®n and off. As a resul{ STM-basedcell-based and packet-
based traffic all can be suppattBy a single simple-to-understahmechanien — assignimg flows

a variable number of minislots per TDM frame minislots.

One of the most important featuresf the approachs its ability to support robustAdmission
Control/Flow Controlcapabilitiesas a part of QoS strategies. Thideatureis illustrated in a
simulation example in the next section.

Simulation example for ABR packet traffic

Figure 3 shows an exampleof the ability of the proposedmodel to handle packeflows. The
simulation assumes that all required buffering takes@atraffic entry nodes usindhe proposed
bandwidth control mechanism. In otheords thereis no neal for large statistical-multiplexing
buffers internal to a BWA network. All buffering occurs only at network edges.

Each of the @ horizonta lines in the figure represents one or moflews o information froman
information source to an information sink. The simulation focusd®/o service classes to which
some aggregate bandwidth must be shared. The objective of the sy/&ienake the latency QoS
for thetwo classes equalhe first class (Clas 1) consiss of 500-bye packets and theecond
class (Class 2) consists of 1500-byte packets. The latency of the packetsvio thasss is to be
the same even if the total aggregladindwidh is restricted Packée flows belonging to Class are
shown on the first 9 lireof the figure while the remainingjl lines belong teClass 2.The small
triangles show wh& an incoming packeis placed ina class buffer The distance betweethe
triangle and the following packet exigra buffer shows the delay encountered between fiaeket
arrival into the buffer and its subsequent transmissiothe outbound link The distance between
atriangle and the stadf is proportional to ta amoun of time the packe remairs in the buffer
before starting transmission.
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FIGURE 3 SIMULATION EXAMPLE OF ADMISSION CONTROL/FLOW CONTROL OF PACKET
TRAFFIC

During the250 nsec periodshown, the traffic is quite “bursty”; the number of packets increases
dramaticallytoward the end of the period compared to theginning. For example, at 1.250
seconds there are just two packets from Class 1 and two from Class 2 preserthafthifers.

At 1.450 seconds, there are eight Class 1 packets and six (Qlaske2sfor a total of 14packets

in the buffers. The instantaneous traffic load 3s25 timesgreater atl.450 secondshan it is at

1.250 seconds In other words, the traffic intensity has increasedalojonof 3.25 in a period of

only 200 msecs. The time a packet stays in a buffer is clearly greater at the right of the figure than it
is on theleft. But, it isalsoclear that the latendpr each trafficclass is nearlthe same — the
intended QoS result.

An important aspect of the mechanism illustrated in the figure is the buliaick-pressure”
capability the approach provides. This effect is seen at the right in the iigerethe total traffic
has increased substantially with nconcomitant increase in aggregabandwidth available.
Obviously, the mechanism could be used to adjust the aggregate bandwidthcombinedlows
(if the priority of theclasses compared to other classes permits) as well as adjstirega the
flows for the two traffic classes shown.

The figure illustrateghat assigning bandwidth dhe MAC layer is a simplevay to impement

Admission Control/Flow Control among service classes. Although, for simplicéywo service

classes are assumed to be at the same (latency) priority level, this restriotioa isquirement of
the approach.

The traffic presented to the mechanism originétesh a diverse set of sources (representing a
combination of V¢b-basedE-Mail-based and File-based traffitjat are connected to tlsystem
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over connections of vastly differingata rates —all the way from 14.4Kbps modems to 100
Mbps Ethernet. This diversity can be seen by the differing packet arrival rates into the ystem.

The approach can hesed inmanyways toschedulebandwidth.The simulatiorassumeshat the
relative bandwidthallocated to each serviagass is adjusted at a periodete of 20 times per
second,that is, atfixed 50 msecperiods. The vertical linesshow 50 rsec intervals where
bandwidthsare readjusted.The total available aggregab@ndwidth is assumed to be 10 Mbps
which, on the left, results in almost no delay. On the righhefigure, the offered load produces
delays of the order of 10 to 15 msecs.

Clearly there is nothing magic about 50 msec intervals. Bandwymithte intervals can be tailored
to specific traffic needs and can be as small as one mdessofa very unusuahse) or they may
be much larger. A “much larger” example is non-real-time VBR traffic. Tage requires periodic
bandwidth update intervals that may be maagonds longAveraging VBRbandwidth over long
periodsminimizes peak-to-averageandwidth requirements and results in veryalkmetwork
signaling requirements.

By working with flows instead ofpackets,the amount of signaling overhead required is much
reduced while producing desirable Admission Control/Flow Control capabilltesapproach is
facilitated by the fact thdtandwidthmanagemenfor all links within aBWA cell is centralized at
the base station of the cell.

This simulationexampleshowsthat ABRandUBR packet traffic can easily be carriesder the
equivalent of synchronized variable-bandwiditcuits. CBR andvBR (both real-time andnon-
real-time) traffic isobviously easy to support as well. Carryialtraffic can be accomplished
without largebuffersinternal to anetwork. The approachalso facilitates implementation ofery
robust QoS with simple software.

It is much more difficult to carnCBR andVBR traffic over conventional packet- or cell-based
networksthat depend on large internaketwork buffers for bandwidth angfriority management.
Compared to the proposed approach, conventional packet-based and cell-based operation generally
results in lessefficient use of available link bandwidth. RobusQoS capabilitymust include
provision of lowlatencyguarantees, lowell and packet delay variatiaguarantees, and low cell
and packetossrate guaranteesWith packet-and cell-basecdhetworks, these guarantees require
complexsoftwarethat must be installed (and kept updatedakhtnetwork nodes through which
traffic flows. Even if such complexsoftwarecan beproduced, history showthat this usually
equates tdow network reliability and highmaintenancecosts. Byrequiring matched (updated)
software only at networkdgesthe proposed appach simplifies logisticaproblems, improves
reliability, and reduces operational costs.

Possible Modifications to Proposed MAC Layer Architecture

For many protocols, layers 2 and 3 are nafiasnct as in the case 802-based IP networks. In

some cases, modifications as shown in Figure 4 can be more appropriate where convergence layers
may be tied directly to thproposedMAC Bandwidth Alocation Sublayer. In this case, it is
appropriate to replace the dotted lineFaure 1 by a solid line. This is not to sugg#sit the

sublayer become a new 802 MAC layer standard. Existing 802 standards have needed functionality
that should not beaeplicated as a part of treublayer. The new MAC Bandwidth Alocation

Sublayer is intended only to enhance the functionality of existing standards and not replace them.

3 Aspects of the model other than input bandwidth of the sources affect traffic arrival rates. For example, the model includes
amix of traffic types such as WWW, SMTP, FTP and UDP. The arrival times of flows fiom these sources are assumed to
follow conform to a Poisson distribution. Discussing these and other issues is beyond the scope of this presentation.

_8—
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Frame ATM PSTN/STM MPEG Bandwidth
IP Relay Allocation
ATM STM MPEG Control with
Packet Convergence| Convergence| Convergence API
Convergence
MAC Bandwidth Allocation Sublayer
Physical Layer

FIGURE 4 POSSIBLE M ODIFICATION OF MAC L AYER ARCHITECTURE

For example, suppodhat it isdesired to support PSTN/STM aidernet traffic on a locahrea
network. The protocol stacks in this case might something look like Figure 5.

Air I/AIM PSTN/STM
Interface Network Network
LAN Interface Interface
1P PSTN/STM Bandwidth Bandwidth 1P PSTN/STM
LLC STM Allocation Allocation
Packel | convergence I7/AIM/S Convergence | Control Control with I/A/M ST™M
Convergencd Layer with API API Convergencg Convergence
MAC Layer MAC Layer MAC Sublayer MAC Sublayer
PHY Layer PHY Layer PHY Layer PHY Layer
Remote LAN CPE Remote BWA Station BWA Base Station

I/AIM/S = Internet ATM MPEG STM
MAC Sublayer = MAC Bandwidth Allocation Sublayer

FIGURE 5 EXAMPLE OF PROPOSED ARCHITECTURE WITH LAN EXTENSION

In the figure, aRemote LANCPE uses aexisting MAC layer standarcduch as802.3. 1t is
connected by a LANwired or wirelessonnection to a Remo®WA Station.Within the BWA
station, there exists a convergence ldiat translates the encapsulatiorusértraffic to/from the
standard MAC layer protocol into two other protocols: either 1) IP, ATM or MPE@&Remote

LAN CPEtraffic that is IPbased,and 2) STMfor the PSTN/STM traffic. The translated traffic
interfaces directly with the proposed MAC Bandwidth Allocation Sublayer and is connected by the
BWA Air Interface to the BWA Base Station.

How The Proposed Approach Can Stimulate BWA Market Growth

There aretwo waysthat theproposedapproach can help stimulate markgbwth. The first is
enhanced efficacy of BWA systems as described above.

The second ignarketexpansion. Specifying asingle MAC Bandwidth Alocation Sublayer that
supportsmultiple top-layetMAC and other Layer 2/®rotocols expandthe number ofvendors

who can patrticipate in the BWmnarket. It opens opportunities fernovation in devising edge-
node buffering techniqueuch asillustrated in Figure 5)that result in superior Admission
Control, Flow Control and QoS capabilities.

The approach creates an important opportunity for small as well asvé&arders tantroduce new
value-added option$or both usersand networkoperators. Thigesult would bedifficult to
imagine if alloptions for providingBWA networks werdimited to afew large system vendors
alone.Without defining a standartMAC Bandwidth Alocation Sublayer,eachsystems vendor
would likely invent his own MAC protocol adaptationthat would not formthe basis forgeneral
interoperability so importantor stimulating marketgrowth. Limiting interoperability to only
existing network and user protocols would limit the robustness of the BWA market.
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Conclusion

Defining anew MAC Bandwidth Alocation Sublayer as a part @02.16 standardiads to a
number of benefits. Itan result in more efficienise of bandwidthithan can more complex
alternatives. It also providessample mechanisrfor implementing AdmissioiControl andFlow
Control capabilities, both of which are critical to assuring robust QoS operation.

Defining aMAC sublayer as proposed resultstie ability tosupport anyexisting MAC and
higher layerprotocol, assuringhat theresulting standard will have an importgpiace in the
market.

By defining this new sublayer, the overall complexity of BWA systems is rediibechandwidth
efficiency of systems is enhanced.

The new sublayecreates th@pportunity formanyvendors toparticipate in the BWA market so
that they canproduce creative solutions for supporting standard aechergingprotocols. By
proceeding in this manner, 802.16 can assure that a robust BWA market emerges.

Finally, the proposedapproachshouldfacilitate early completion of workable802.16 standard.
Focusing the attention of relevant working groups on the proposed approach will detiatz on
many contentious issues.

It is unlikely that early agreement can be reached at the current stage of developaliexgpefcts

of MAC and PHY layer alternatives. This is probably a good thing as it leaves room for vendors to
prove out differengir interfaceapproacheshat can be selectivegpproved as future parts of the
802.16 standard. Focusing otMAC Bandwidth Alocation Sublayerthat cansupport any of a
number of alternativepromises tostimulate the BWA marketvith low risk to all market
participants.
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