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1. Introduction
In order to further improve the performance of DL multi-BS joint processing, the mechanism of phase adjustments for concatenating PMI has been included in the current version of 802.16m AWD [1]. Such operation requires extra feedback overhead, and the size of such feedback overhead is proportional to the number of ABSs that are involved in collaboration. Currently, the phase adjustment for PMI of each ABS requires 3 bits, and the total feedback for phase adjustment would be 3M bits where M denotes the number of collaborative ABSs. For instance, if the serving ABS is cooperating with the other two neighboring ABSs, the feedback overhead for phase adjustment is 6 bits in total.

In this contribution, we re-define the quantization for the phase adjustment, which can alleviate the burden of feedback by reducing the overhead to 3M-1 bits only. Furthermore, an algorithm is also proposed for the conversion between Lattice points and binary sequences (for feedback), so the look-up table is not required in the proposed method.

2. Proposal

We suggest that the phase adjustments for multiple neighboring ABSs can be chosen jointly from a Lattice diagram, as shown in Fig. 1.
[image: image1.png]



Figure 1: Lattice diagram of quantization for phase adjustment in a DL joint processing system with two neighboring BS.
In Fig. 1, the horizontal and vertical axes represent the phase adjustment for the first neighboring BS and the second neighboring BS respectively. Any circle-shaped point in Fig.1 is a potential phase set that can be chosen for phase adjustment operation. Since some of these points (colored in white) can be merged with some others, we can reduce the total number of available choices. For the example in Fig. 1, only 32 points (colored in black) are required and therefore only 5 bits are needed for feedback. As compared to the quantization scheme in D4, in which 6 bits are needed for cases with two neighboring BS, the proposed scheme has lower feedback overhead.
Here we describe the quantization procedure using an example with two neighboring ABS. Given a phase vector:

[image: image26.wmf]1

1

2

ˆ

(4)mod(8)

(8)

ˆ

[(4)mod(8)]

22

[]{}

i

M

i

i

w

Sfixw

-

=

+

=++

å


where θ1 andθ2 are phase adjustments desired by signals from two neighboring ABS. The vector is first normalized by a factor α. Note that the value of α determines the resolution of lattice quantization, we use

α = π/4 in this example as well as in the proposed text of this contribution. Thus, we have:
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Then, the normalized phase vector w can be quantized to a lattice point using the fast algorithm proposed in [2]:
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The fast algorithm is simple as it is basically an integer rounding procedure.

Once the lattice point 
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w

is obtained, the AMS only has to send 
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 to the serving ABS via the feedback, the overhead of which consists of 3M-1 bits only with α = π/4. For the purpose of feedback, it is required to convert the quantized lattice point to a binary sequence. The most intuitive approach is to use look-up tables. However, in that case we need several tables for different numbers of collaborative ABSs. Thus, here we propose an algorithm to perform the conversion from a quantized lattice point to a binary sequence for feedback, and vice versa.

Firstly, we denote the elements of a Lattice point as 
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M). For the example above, 
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2 are -3 and 1 respectively.

Givenα = π/4 , we can compute the corresponding scalar value for the Lattice point, S , as:
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where the operator fix(.) rounds the input argument to the integer toward zero.

Then, the binary sequence can be obtained by converting S to the binary format.

For example, if 
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 = (-3, 1), the corresponding value of S is 20, and the 5-bit binary sequence is 10100.

To convert this binary sequence back to the associating Lattice point, we can use a FOR-loop based computation. Firstly, the binary sequence is converted back to its decimal value, S.

We initiate a few parameters as following:

R = S;

k = M;

x = [];

where x is an empty vector with M elements, the values of which are then generated using the following FOR-loop:

for j=1: (M-1)


xk = floor(R ÷ (0.5 ×8k-1));


R = rem(R ÷ (0.5 ×8k-1));


k = k-1;

end

All entries of x are generated except for the first element, x1, which is x1 = 2R if the sum of these M-1 entries in x is even, or x1 = 2R+1 if the sum of these M-1 entries in x is odd.

For example, if S = 20 (following the previous example), we have x2 = 5 and R = 0 from the output of the FOR-loop. Since x2 is odd, we can get x1 = 2R+1 = 1, so x = (1,5).
Finally, with α = π/4, the Lattice point can be obtained by:
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i = xi – 4,
and the corresponding phase vector for adjustments at the neighboring ABSs can be recovered as:
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For instance, if x = (1,5), 
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 can be recovered as (-3, 1) and the corresponding phases are -0.75π and 0.25π.
With these methods, we can perform online conversion between the quantized Lattice point and the binary sequence for cases with any number of collaborative BS, and any look-up table is not required.
In terms of the resultant performance, it is intuitive that the method in D4 can achieve a better performance as its associating quantization has a higher resolution. Nevertheless, by comparing the resultant signal gains as shown in Fig. 2, it is apparent that the performance gap between these two schemes is marginal. Thus, with the proposed Lattice quantization, we can get a similar gain with one bit fewer in the feedback. Furthermore, this proposed method saves memory at both ABS and AMS since they do not need to save tables for phase quantization.
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Figure 2: CDFs comparison of signal gain of macro-diversity with different quantization methods for phase adjustment.
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------------------------------------------------------------------------- Text Start --------------------------------------------------------------------------
16.5.1.3.1 Operation Procedure
[insert the following text in 16.5.1.3.1 (starting from line 36)]
For codebook-based feedback, the AMS(s) choose the PMIs for the serving cell and the neighboring cells based on the respective estimated channel state information. Optionally, the serving ABS can also instruct the AMS(s) to feedback a 3-bit uniformly quantized phase information for each of the M neighboring cell, such that ABS can form a concatenating PMI based on the phase information for the neighboring cells to further improve the system performance. The equation for phase quantization is
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Table 938 – Quantization parameters for b
	Index
	b

	0
	0

	1
	1/8

	2
	2/8

	3
	3/8

	4
	4/8

	5
	5/8

	6
	6/8

	7
	7/8


The ith collaborative ABS rotates its phase by 
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, where b = [b1, …, bM] are phases that have been quantized by the following procedure. Given a phase vector 
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 that is desired for phase adjustment, it shall be initially normalized as 
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. Each of the elements of w is then rounded to an integer, and the resultant vector is denoted as 
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. The AMS shall send 
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 to the serving ABS through feedback, and the serving ABS can recover the phase information by 
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For the purpose of digital feedback, the AMS shall convert the vector 
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 to a binary stream. The binary stream can be obtained as the binary presentation of the decimal value computed using Eqn (xxx):
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(xxx)
where the operator fix(.) rounds the input argument to the nearest integer toward zero. 

To retrieve the vector 
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w

 from the binary sequence at the ABS, the following algorithm could be used. Firstly, convert the binary sequence back to its decimal value, S. Initiate the parameters as:

R = S,
k = M,
x = [],
where x is an empty vector with M elements, the values of which are then generated using the following FOR-loop:

for j=1:(M-1)


xk = floor(R ÷ (0.5 ×8k-1));


R = rem(R ÷ (0.5 ×8k-1));


k = k-1;

end

All entries of x are generated throughout the loop, except for the first element, x1. Let x1 = 2R if the sum of the other M-1 entries in x is even, or x1 = 2R+1 if the sum of the other M-1 entries in x is odd. Finally, the vector 
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 can be acquired by 
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