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1. General

One of the main objectives of RPR, as defined by the 802.17 WG, is to provide sub 50 msec protection for ring failures, without wasting half of the bandwidth as the case in SONET/SDH.

The basic methods to achieve this objective are: Wrap and Steer.

1.1 Wrap

Stations using the Wrap protection method loop (or wrap) the signal on failure detection. As shown in Figure 1, the connection is wraped by the two failure detecting Stations and is able to reach all the Stations in the ring. In other words, on failure the bidirectional counter rotating ring becomes a unidirectional ring.
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Figure 1: Wrap protection

Wrap advantages are:

· Fast 

· Minimal packet loss

· Simple Broadcast/Multicast support 

· Performed by hardware at MAC layer

1.1.1 Fast

The Stations involved in the protection operation are the ones adjacent to the failure, no indication has to be forwarded through the ring, the other Stations need not be aware of the failure to comply with the fast protection time.

1.1.2 Minimal packet loss

Packet loss is the main SLA parameter monitored by users and service providers. This parameter can be monitored in real time and with fairly good accuracy, so reducing packet loss is a desirable goal.

Since wrap achieves the fastest protection time, packet loss is minimal.

1.1.3 Simple Broadcast/Multicast support

Broadcast packets may be used in ring topologies for control purpose, such as fairness, maintenance, topology discovery, …. Furthermore Multicast and Broadcast RPR frames can be used to reduce the bandwidth consumed by higher layers performing these functions.

During normal operation the broadcast/multicast frame is transmitted through one of the rings (Inner or Outer) and will reach all Stations, until removed by the generating Station as shown in Figure 2. During failure conditions the wrap method allows the transmitting Station to transmit through the original ring, and still reach all Stations, as shown in Figure 2.
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Figure 2: Broadcast/Multicast during normal and wrap conditions.

On contrast, for the steer method, once a failure is detected the ring is open, and the transmitting node has to evaluate the failure to decide what action should be performed. If the failure affects only the other ring, do nothing. If the failure affects the ring used for the broadcast transmission, then use other ring. If failure affects both rings, then transmit same frame through both rings. The different options are shown in Figure 3a.
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Figure 3a: Steer Broadcast/Multicast protection options

An alternative solution for the Steer method is to transmit the Multicast always through both rings, and to use the Time To Live (TTL) parameter to limint the scope of the multicast. In the example of Figure 2 Station 8 will transmit a Multicast packet through the Outer ring with TTL=3 and transmit the same Multicast packet through the Inner ring with TTL=4 (assume that a Station discards a packet that arrives with TTL=0). Figure 3b shows an example of the operation of this method, and Figure 3c shows the operation under different failure conditions.

[image: image5.wmf]N1

N2

N3

N4

N6

N5

N1

N2

N3

N4

N6

N5

Figure 3b: TTL method for Broadcast/Multicast
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Figure 3c: TTL method Broadcast/Multicast protection options

As showed in Figure 3c in this method also the type of failure has to be evaluated to decide how to change the TTL in the Inner and the Outer rings. Other disadvantages of this method are:

· Different protection methods for Unicast and for Broadcast/Multicast

· TTL must be exact, the values will change for any topology change. Without this method the TTL could be a global parameter with no high accuracy, since it is used only for exceptions

1.1.4 Performed at MAC layer

The wrap activation can be triggered by an hardware or software indication, and easily implemented as a loop by the MAC hardware, no need to change routing tables.

1.2 Steer

On failure, the detecting node sends an indication to all the Stations in the ring. Stations using the Steer protection method use the other ring to transmit the signal on failure detection. As shown in Figure 4, the connection is steered by the transmitting Station and is able to reach all the destination Station in the ring. In other words, on failure, the failed ring becomes a linear Network.
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Figure 4: Steer protection

Steer advantages are:

· Single operation

· Supports both: Revertive and non-Revertive schemes

· Optimal Bandwidth utilization (during failure and for Revertive mode)

· Lower delay for data flows during protection

· Supports both: Unidirectional and Bidirectional protection
1.2.1 Single operation

Steer optimizes resources allocation during failures, so no further action should be performed. If wrap is used as the protection method resources are not used optimally during wrap, so ususally a slow reroute is performed as a second step.

1.2.2 Revertive and non-Revertive

Once the ring failure is fixed the system can decide if the connection has to return to the original path, or it can remain in the steered path until it fails. Non- Revertive mode aviods a second hit on the connection during the restoration to the original path.

Wrap is always Revertive, since the loop is open once the failure is fixed. If slow reroute is performed, then protection can be non-Revertive, but anyway a second hit is present during the slow reroute.

1.2.3 Optimal Bandwidth utilization during protection

During failure the connection is routed through the next best path, it does not transverse any segments that could be avoided.

In wrap method the connection transverses the whole oposite ring.

1.2.4 Lower delay during protection

The same reasons as described in the previuos paragraph for both methods.

1.2.5 Unidirectional and Bidirectional

Failure on a ring affects only connections that transverse that ring, connections that use the other ring are not disturbed. Wrap is always Bidirectional since the wrap operation affects both rings.

1.3 Conclusion

As can be concluded from the previous paragraphs, both, steer and wrap have their merits. It is hard to decide which is the best method since the decision depends on the required services.

On the other hand having both methods defined in the RPR standard will led to two Network types that are not interoperable, in other words, we may end up with two standards.

Another solution that could be considered is to require wrap from all Stations, and require that the failure detecting Station send a failure indication immediately so that the Stations that want to protect by steer (steer-Stations) receive the indication and perform a fast steer, other Stations (wrap-Stations) may prefer to implement a slow steer, or not to steer at all.

This method will operate fine for the wrap-Stations, but the steer-Stations will receive a burst of out or order packets after the steer operation is completed, thus the protection time will be longer than expected. Figure 5 shows and example of this problem.
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Figure 5: Misordered packets burst when wraping flows for steer-Station

2. SWIS

An alternative solution to the protection issue in RPR is to perform Selective Wrap – Independent Steer (SWIS).

2.1 SWIS requirements

To implement SWIS the RPR standard should define a “wrap” indication in the frame header. The Stations that support SWIS should operate as follows:
· Station detecting a failure must wrap all packets with “wrap” indication set

· Station detecting a failure must discard (Bidirectional protection) or pass (Unidirectional protection) all packets with “wrap” indication clear

· Stations must send an alarm indication (upstream and downstream) within TBD msec of detecting failure, and send an alarm indication every TBD sec if alarm persists.
SWIS allows each Station to indicate which frames should be wrapped, and which not, during failure conditions.

The additional requirements for a wrap-Station are:

· Set “wrap” indication for inserted frames

· Change wrap method to verify “wrap” indication and wrap transit frames according to it when failure is detected

· Send alarm indication (this is usually implemented anyway)

The additional requirements for a steer-Station are:

· Set “steer” indication for inserted frames

· Implement selective wrap method. Verify “wrap” indication and wrap transit frames according to it when failure is detected (can be done at MAC level without involving higher layers)

· Send alarm indication (this is usually implemented anyway)

2.1.1 SWIS use examples

Since a Station can indicate how its frames must be handled during failure conditions, the following schemes can be supported to take advantage of the relative advantages of each scheme:

· Wrap packet loss sensitive connections, steer misorder sensitive connections

· Wrap only Broadcast/Multicast connections, steer unicast connection

· Steer high priority connection, wrap low priority. 

2.1.2 Interoperability

Steer-Stations and Wrap-Stations can coexist in a single ring, if both types implement SWIS. Figures 6, 7 and 8 shows an example for an hybrid ring during normal conditions (Figure 6) and during failure for Unidirectional (Figure 7) and Bidirectional (Figure 8) schemes
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Figure 6: Hybrid ring, normal operation
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Figure 7: Hybrid ring during failure, Unidirectional scheme
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Figure 8: Hybrid ring during failure, Bidirectional scheme

Note that for the Unidirectional case, Figure 7, Station S2 has to handle momentarily twice the ring bandwidth (link + wrapped traffic). If this feature is not supported by the S2 MAC, then the Unidirectional scheme can not be supported, and in this case SWIS will support only Bidirectional schemes for hybrid rings.

2.1.3 Hybrid ring performance

For guranteed services the CAC function should divide the available bandwidth for the guranteed service between the Stations while taking into consideration the wrap paths. This will reduce the bandwidth utilization for the guaranteed services to a value better than for a wrap only ring, but lower than for a steer only ring.

For best effort services the steered connections will be adversely influenced by the wraped connections, the fairness algorithm will divide the lower available bandwidth between the steered connections and the wrapped connections. In any case the performance will be better than for a wrap only ring, but will be lower than for a steer only ring.

To sumarize, the bandwidth utilization performance of an hybrid ring will lay between the performance of a wrap only ring, as a low bound, and the performce of a steer ring. The exact performance will be dictated by the relative number of wrap-Stations and steer-Stations.

2.1.4 Isolated Stations

During failures that involve more than one segment, some Stations may become isolated from the rest of the ring. In this case wraped frames will transverse segments that where not supposed to, since the destination Station will not be able to strip them. Two different cases may be identified:

1. If the source Station is on the ring then it will remove the frame once it recognizes it by the Source Address. See Figure 9.

2. If the source Station is also in the isolated ring then frame will be removed only after the TTL expires. See Figure 10.
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Figure 9: Destination Station isolated from ring

Figure 10: Destination and Source Stations isolated from ring[image: image13.wmf]N1
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For the second case if the TTL is properly configured, the frames will be removed after a short period. This will usually take less than the defined 50msec protection time.

To overcome the first case the source Station has to evaluate the alarms and stop tramsmission to isolated Stations within 50 msec. Transmission should be halted for T sec, where T reflects the time it will take to the higher layers to figure out that the detination Station has been removed. After T the source Station should resume transmission of frames with the isolated Station destination address to allow the discovery of the new location of the destination Station (if reachable).

This feature will also be usefull for steer-Stations, since it saves wasted bandwidth.
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