November, 2001

P802.17/D0.1

November, 2001

P802.17/D0.1


P802.17/D0.1, November 2001

Proposed Draft Standard for Resilient Packet Ring Access Method & Physical Layer Specifications

(SONET/SDH PHY Sublayer)

Draft 0.4
Comments on this proposal can be directed to the contributing editors:

Italo Busi
Alcatel
Via Trento, 30
20059 Vimercate (MI)
Italy
Phone: +39 039 686 7054
FAX: +39 039 686 3590
Email: italo.busi@alcatel.it
Harry Peng
Nortel Networks



Table of contents

71. Introduction to SONET/SDH PHY Interfaces


71.1 Overview


81.1.1 System Packet Interface (SPI)


81.1.2 Supported Speeds


91.1.3 Management


91.2 GFP Framing


91.2.1 Generic Reconciliation Sublayer (GRS)


101.2.2 GFP Adaptation Sublayer


101.3 PoS Framing


101.3.1 PoS Reconciliation Sublayer (PRS)


111.3.2 PoS Adaptation Sublayer


122. Generic Reconciliation Sublayer version 1 (GRS1) and the 8-bit System Packet Interface Level 3 (SPI-3)


122.1 Overview


122.1.2 Summary of major concepts


132.1.3 Application


132.1.4 Rate of operation


132.1.5 Allocation of functions


132.1.6 Mapping of SPI-3 signals to P-SAP service primitive and Station Management


142.2 SPI-3 functional specifications


142.2.1 Transmit


142.2.2 Receive


142.2.3 SPI-3 Signal timing characteristic


142.2.4 SPI-3 electrical characteristics


153. PoS Reconciliation Sublayer version 1 (PRS1) and the 8-bit System Packet Interface Level 3 (SPI-3)


164. Generic Reconciliation Sublayer version 2 (GRS2) and the 32-bit System Packet Interface Level 3 (SPI-3)


164.1 Overview


164.1.2 Summary of major concepts


174.1.3 Application


174.1.4 Rate of operation


174.1.5 Allocation of functions


174.1.6 Mapping of SPI-3 signals to P-SAP service primitive and Station Management


184.1.6.2 Mapping of PHY_DATA.request


184.1.6.2.1 Function


184.1.6.2.2 Semantics of the service primitive


184.1.6.2.3 When generated


184.1.6.2.4 Effect of receipt


194.1.6.3 Mapping of PHY_DATA.indicate


194.1.6.3.1 Function


194.1.6.3.2 Semantics of the service primitive


204.1.6.3.3 When generated


204.1.6.3.4 Effect of receipt


204.1.6.4 Mapping of PHY_DATA_VALID.indicate


204.1.6.4.1 Function


214.1.6.4.2 Semantics of the service primitive


214.1.6.4.3 When generated


214.1.6.4.4 Effect of receipt


214.1.6.5 Mapping of PHY_LINK_OK.indicate


214.1.6.5.1 Function


214.1.6.5.2 Semantics of the service primitive


214.1.6.5.3 When generated


224.1.6.5.4 Effect of receipt


224.1.6.6 Mapping of PHY_READY.indicate


224.1.6.6.1 Function


224.1.6.6.2 Semantics of the service primitive


224.1.6.6.3 When generated


224.1.6.6.4 Effect of receipt


224.2 SPI-3 functional specifications


235. PoS Reconciliation Sublayer version 2 (PRS2) and the 32-bit System Packet Interface Level 3 (SPI-3)


246. Generic Reconciliation Sublayer version 3 (GRS3) and System Packet Interface Level 4 Phase 2 (SPI-4)


257. PoS Reconciliation Sublayer version 3 (PRS3) and System Packet Interface Level 4 Phase 2 (SPI-4)


26Annex A (Normative) – SPI-3


27Annex B (Normative) – SPI-4 Phase 2




Abbreviations

MAC
Medium Access Control

MAU
Medium Attachment Unit

PHY
Physical Interface

SAP
Service Access Point

References

[B1] IEEE 802.3 – 2000 Edition

Carrier sense multiple access with collision detection (CSMA/CD) MAC and physical layer specification. 

[B2] ITU-T G.707

Network Node Interface for the Synchronous Digital Hierarchy (SDH).

[B3] ITU-T G.774 Series

SDH Management Information Model for the Network Element View

[B4] ITU-T G.783

Characteristics of Synchronous Digital Hierarchy (SDH) Equipment Functional Blocks

[B5] ITU-T G.7041

Generic Framing Procedure

[B6] RFC 2615

PPP over SONET/SDH

[B7] RFC 1471

The Definitions of Managed Objects for the Link Control Protocol of the Point-to-Point Protocol

[B8] RFC 1661

The Point-to-point Protocol (PPP)
[B9] RFC 1662

PPP in HDLC-like Framing
[B10] RFC 2863

The Interfaces Group MIB

1. Introduction to SONET/SDH PHY Interfaces

1.1 Overview

This clause couples the IEEE 802.17 (RPR MAC) to a family of SONET/SDH Physical Layers. The relationships among SONET/SDH, the IEEE 802.17 (RPR MAC) and the ISO/IEC Open System Interconnection (OSI) reference model are shown in Figure 1.1.
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Figure 1.1 – Architectural positioning of SONET/SDH Physical Interfaces

The SONET/SDH PHY interfaces supports full-duplex operations at all the possible speeds.

The interface between the SONET/SDH layer and the adaptation layer (either the GFP or the PoS) is the standard interface between the SONET/SDH path sublayer and any upper layer as defined in the ITU-T Recommendations [B2] and [B4].

The GFP and PoS adaptation layers are built over the SONET/SDH Path layer and not directly over a SONET/SDH Medium. Because of the multiplexing capacity of SONET/SDH and of the virtual concatenation feature, there is not a one-to-one relationship between the PHY’s bit rate seen by the RPR MAC sublayer and the speed of the physical media.

The functionalities performed in the SONET/SDH layer are outside the scope of this specification. The implementations must be compliant with the already existing specifications [B2] and [B4]. The higher-layer paths (VC4), all the possible contiguous concatenated paths (VC4-4Nc) and all the possible virtual concatenated paths (VC4-Nv) are supported by the standard IEEE 802.17 RPR MAC.

All the SONET/SDH speeds, ranging from 150 Mb/s (VC-4) up to 10 Gb/s (VC4-64c), are supported by the IEEE 802.17 Standard. All the intermediate speeds that are a 4x upgrades (VC4-4Nc) are supported. In addition, using virtual concatenation all the intermediate speeds at step of 150 Mb/s (VC4-Nv) can also be supported.

[Editor’s note – Check if there is the need to mention other specifications, e.g. for timing purposes.]

The IEEE 802.17 RPR MAC supports two kinds of adaptation layers for SONET/SDH interfaces, that differ each other in the way RPR frames are mapped into the SONET/SDH path payload. These two kinds of adaptation layers do not interwork each other so there are two different SONET/SDH PHYs supported by the IEEE 802.17 RPR MAC.

The first PHY type supports the GFP framing (see section 1.2), as defined in [B5]. In this case a family of Generic Reconciliation Sublayer (GRS) is defined to adapt the MAC P-SAP service interface to the SONET/SDH signal.

The second PHY type supports the PoS framing (see section 1.3), as defined in [B6]. In this case a family of PoS Reconciliation Sublayer (PRS) is defined to adapt the MAC P-SAP service interface to the SONET/SDH signal.

There are two families of Reconciliation Sublayers that differ on the encapsulation mechanism used to map RPR frames into SONET/SDH paths.

The different versions of the Reconciliation Sublayer in the same family (GRSx  or PRSx) differ between each other on the version of the SPI-x interface used.

1.1.2 System Packet Interface (SPI)

The System Packet Interface (SPI) is a family of interfaces providing an interconnection between the Media Access Control (MAC) sublayer and the Physical Layer entities (PHY).

Two SPI versions are currently defined and supported by IEEE 802.17 Standard.

1) SPI Level 3 (Annex A) supports operations between 155 Mb/s and 622 Mb/s through eight bits wide transmit and receive data paths. It also supports operations between 155 Mb/s and 2,5 Gb/s through 32-bits wide transmit and receive data paths.

2) SPI Level 4 Phase 2 (Annex B) supports operations between 622 Mb/s and 10 Gb/s through 16-bits wide transmit and receive data paths.

Because of the SONET/SDH standard, there is not a one-to-one correspondence between the rate at the SPI interface and the line rate on the physical medium. The former is the link rate seen by the RPR MAC sublayer.

1.1.3 Supported Speeds

The standard IEEE 802.17 RPR MAC supports all the allowed speeds defined in [B2] and [B4] for SONET/SDH paths and concatenated (either contiguous or virtual) paths starting from 150 Mb/s up to 9,6 Gb/s.

Table 1.1 summarizes all the supported RPR PHY speeds.

Note that because of the standard SONET/SDH multiplexing and virtual concatenation features, there is not a one-to-one correspondence between the RPR PHY speed and the speed of the SONET/SDH physical media over which the signal is transmitted. The possible mappings are outside the scope of this specification and already defined in the existing ITU-T Recommendations [B2] and [B4].

	Sonet Path sublayer
	SDH Path sublayer
	Bit-rate

	STS-3c-SPE
	VC4
	150 Mb/s

	STS-12c-SPE
	VC4-4c
	600 Mb/s

	STS-48c-SPE
	VC4-16c
	2,4 Gb/s

	STS-192c-SPE
	VC4-64c
	9,6 Gb/s

	STS-3c-Nv SPE (Note 1)
	VC4-Nv (Note 1)
	Nx150 Nb/s (Note 1)


Table 1.2 – Sonet/SDH Supported Path layers and speeds

Note 1 – All the integer values of X between 2 and 192 are supported. The virtual concatenated paths can support all the speeds from 300 Mb/s up to 9,6 Gb/s with a granularity of 150 Mb/s.

1.1.4 Management

Managed objects, attributes and actions are defined for all the SONET/SDH components in the relevant standard recommendations [B3].

Managed objects, attributes and actions are defined for all the PoS components in the relevant standard specifications [B10], [B7] and [TBD].

[Editor’s note – If we need to define an RPRCP we need a MIB module to manage it. IETF has not yet defined it. If we do not use the LCP/NCP negotiations, we need a MIB to manage this “new” standard PoS interface.]
Managed objects, attributes and actions are defined for all the GFP components in the relevant standard recommendations [TBD].

[Editor’s note – Neither ITU-T neither IETF has yet addressed the issue of managing the GFP. By the completion of the IEEE 802.17 standard some specification will be available and referred here.]
1.2 GFP Framing

The first method to map RPR frames over SONET/SDH path payload is using the GFP mechanisms as defined in [B5].

The standard IEEE 802.17 recommends the usage of the GFP with the null extension header and no GFP FCS. All the required functionalities for the GFP framing are divided into two sublayers:

1) The Generic Reconciliation Sublayer (GRS) that provides a mapping between the signals provided at the SPI-x and the MAC/PSAP service definition using GFP.

2) The GFP Adaptation Sublayer that provides a mapping between the signals provided at the SPI-x and the service interface between the GFP adaptation sublayer and the SONET/SDH path sublayer.

1.2.1 Generic Reconciliation Sublayer (GRS) 

The GRS provides a mapping between the signals provided at the SPI-x and the MAC/PSAP service definition when GFP (refer to [B5]) is used.

There are three GRS versions defined by the IEEE 802.17 Standard.

1) The GRS1 (clause 2) is used to map the signals provided at the 8-bit SPI-3 and the MAC/PSAP service interface.

2) The GRS2 (clause 4) is used to map the signals provided at the 32-bit SPI-3 and the MAC/PSAP service interface.

3) The GRS3 (clause 6) is used to map the signals provided at the SPI-4 Phase 2 and the MAC/PSAP service interface.

The GRS receives an indication of the Signal Fail and/or of the Signal Degrade condition in the SONET/SDH PHY from the Layer Management Entity (LME) and passes this information to the MAC sublayer through the P-SAP service interface.

1.2.2 GFP Adaptation Sublayer

All the functions of this sublayer must be compliant to the standard ITU-T Recommendations [B2], [B4] and [B5]. The specification of them is outside the scope of this specification. This section only defines which are the GFP functions that are placed in this sublayer.

The GFP Adaptation Sublayer in the transmit direction performs the scrambling of the GFP payload area (refer to [B5]) and inserts the GFP idle frames for rate adaptation purposes. In the receive direction it performs frame delineation, the discarding of the GFP idle frames and the descrambling of the GFP payload area (refer to [B5]).

This sublayer receives the Trail Signal Fail (TSF) and Trail Signal Degrade (TSD) indications from the SONET/SDH Path service interface that represents respectively a failure condition and a degrade condition in the SONET/SDH layer. More details on how this information is generated and passed to the GFP adaptation sublayer are provided in [B4].

The TSD indication is passed to the Layer Management Entity (LME) that is responsible to rely it to the GRS.

The TSF indication is correlated with the dPLM and dLFD defects, as defined in [B2] and in XXX, to detect a layer 1 failure. This Signal Fail condition is then passed to the Layer Management Entity (LME) that is responsible to rely it to the GRS.

[Editor’s note – There is not yet an ITU-T recommendation dealing with the defect correlation in the GFP sublayer. This recommendation should be referred here.]
1.3 PoS Framing

The second method to map RPR frames over SONET/SDH path payload is using the PoS mechanisms as defined in [B6].

The standard IEEE 802.17 recommends the usage of the PoS with TBD.

[Editor’s note – It is not clear which version of PoS using. Current PoS are adding a PPP FCS at the end of the frame and discards errored frames. Cisco at the last meeting proposed to ignore this FCS. Is it a standard PPP? There are also proprietary PoS implementations not requiring the PPP LCP and RPRCP to be established (they are unuseful in an RPR environment). Do we need to support them or the standard PoS with an additional RPRCP?]
All the required functionalities for the PoS framing are divided into two sublayers:

1) The PoS Reconciliation Sublayer (PRS) that provides a mapping between the signals provided at the SPI-x and the MAC/PSAP service definition using PoS.

2) The PoS Adaptation Sublayer that provides a mapping between the signals provided at the SPI-x and the service interface between the PoS adaptation sublayer and the SONET/SDH path sublayer.

1.3.1 PoS Reconciliation Sublayer (PRS)

The PRS provides a mapping between the signals provided at the SPI-x and the MAC/PSAP service definition when PoS (refer to [B6]) is used.

There are three PRS versions defined by the IEEE 802.17 Standard.

1) The PRS1 (clause 3) is used to map the signals provided at the 8-bit SPI-3 and the MAC/PSAP service interface.

2) The PRS2 (clause 5) is used to map the signals provided at the 32-bit SPI-3 and the MAC/PSAP service interface.

3) The PRS3 (clause 7) is used to map the signals provided at the SPI-4 Phase 2 and the MAC/PSAP service interface.

The PRS receives an indication of the Signal Fail and/or of the Signal Degrade condition in the SONET/SDH PHY from the Layer Management Entity (LME) and passes this information to the MAC sublayer through the P-SAP service interface.

The PRS also performs the Link Control Protocol (LCP) function as defined in [B8] for standard PPP interfaces.
The PRS also performs the RPR Network Control Protocol (NCP) function as required in [B8] for standard PPP interfaces.

[Editor’s note – The RPRCP is not yet defined. Should it be defined in IEEE 802.17 or in IETF?]
1.3.2 PoS Adaptation Sublayer

All the functions of this sublayer must be compliant to the standard ITU-T Recommendations [B2] and [B4] as well as to the IETF RFC [B6]. The specification of them is outside the scope of this specification. This section only defines which are the PoS functions that are placed in this sublayer.

The PoS Adaptation Sublayer in the transmit direction inserts the flag octets for framing delineation and frame adaptation as well as the stuffing octets to avoid flag emulation in the PPP/HDLC frames. In the receive direction it removes the framing characters and the stuffing octets.

This sublayer receives the Trail Signal Fail (TSF) and Trail Signal Degrade (TSD) indications from the SONET/SDH Path service interface that represents respectively a failure condition and a degrade condition in the SONET/SDH layer. More details on how this information is generated and passed to the PoS adaptation sublayer are provided in [B4].

The TSD indication is passed to the Layer Management Entity (LME) that is responsible to rely it to the PRS.

The TSF indication is correlated with the dPLM defect, as defined in [B2], to detect a layer 1 failure. This Signal Fail condition is then passed to the Layer Management Entity (LME) that is responsible to rely it to the PRS.

2. Generic Reconciliation Sublayer version 1 (GRS1) and the 8-bit System Packet Interface Level 3 (SPI-3)

2.1 Overview

This clause defines the logical and electrical characteristics for the Generic Reconciliation Sublayer version 1 (GRS2) and System Packet Interface Level 3 (SPI-3) using the 8-bit data path, between the RPR media access control and various SONET/SDH PHYs.

Figure 2.1 shows the relationship of the Reconciliation sublayer and SPI-3 to the ISO/IEC OSI reference model
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Figure 2.1 – GRS1 and SPI-3 location in the OSI protocol stack

The purpose of this interface is to provide a simple, inexpensive and easy-to-implement interconnection between Media Access Control (MAC) sublayer and PHYs, and between PHYs and Layer Management Entity (LME).

The interface has the following characteristics:

a) It is capable of supporting operations between 155 Mb/s and 622 Mb/s (with a 155 Mb/s granularity).

b) Data and delimiters are synchronous to clock references.

c) It provides independent 8-bit wide transmit and receive data paths.

d) It provides a simple management interface.

e) It provides for full duplex operations.

2.1.2 Summary of major concepts

f) Each direction of data transfer is serviced by Data (a 8-bit bundle), Delimiter, Error and Clock signals.

g) The SPI-3 supports logical channels with individual word-level or packet level flow control.

h) The flow control is done out-of-band. 

i) The Reconciliation Sublayer maps the signal set provided at the SPI-3 to the P-SAP service primitives provided to the MAC.

2.1.3 Application

This clause applies to the interface between the MAC and PHYs and between PHYs and Layer Management Entity (LME). The implementation of the interface is primarily intended as a chip-to-chip (integrated circuits to integrated circuit) interface implemented with traces on a printed circuit board. SA motherboard-to-daughterboard interface between two or more printed circuit boards is not precluded.

This interface is used to provide media independence so that an identical media access controller may be used with any of the supported SONET/SDH PHY types.

2.1.4 Rate of operation

The SPI-3 with 8-bit data path supports operation at all the speeds between 155 Mb/s and 622 Mb/s at the granularity of 155 Mb/s. It is defined in Annex A.

SONET/SDH PHY that provide an SPI-3 with 8-bit data path shall support operations, at the SONET/SDH Path level, at the selected rate on the SPI-3. PHYs must report the rates at which they are operating via the management interface.

2.1.5 Allocation of functions

The allocation of functions in the SPI interfaces is such that it readily lends itself to implementation in both PHY and MAC sublayer entities.

2.1.6 Mapping of SPI-3 signals to P-SAP service primitive and Station Management

The Generic Reconciliation Sublayer (GRS) shall map the signals provided at the SPI-3 to the P-SAP service primitives as shown in Figure 2.2. The following P-SAP service primitives are defined:

PHY_DATA.request
PHY_DATA.indicate
PHY_DATA_VALID.indicate
PHY_LINK_OK.indicate
PHY_READY.indicate
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Figure 2.2 – Generic Reconciliation Sublayer Version 1 inputs and outputs

[Editor’s note – The same principles descrived in section 4.1.2 applies also here.]
2.2 SPI-3 functional specifications

The SPI-3 is designed to make the differences among the various SONET/SDH Path sublayers and media combinations transparent to the RPR MAC sublayer.


2.2.1 Transmit

The SPI-3 packet interface supports transmit and receive data transfers at clock rates independent of the line bit rate. As a result, PHY layer devices must support packet rate decoupling using FIFOs.

To ease the interface between the Link Layer and PHY layer devices and to support multiple PHY layer interfaces, FIFOs are used. Control signals are provided to both the Link Layer and PHY layer devices to allow either one to exercise flow control. Since the bus interface is point-to-point, the receive interface of the PHY device pushes data to the Link Layer device. For the transmit interface, the packet available status granularity is byte-based.

In the receive direction, when the PHY layer device has stored an end-ofpacket (a complete small packet or the end of a larger packet) or some predefined number of bytes in its receive FIFO, it sends the in-band address followed by FIFO data to the Link Layer device. The data on the interface bus is marked with the valid signal (RVAL) asserted. A multi-port PHY device with multiple FIFOs would service each port in a round-robin fashion when sufficient data is available in its FIFO. The Link Layer device can pause the data flow by deasserting the enable signal (RENB).

In the transmit direction, when the PHY layer device has space for some predefined number of bytes in its transmit FIFO, it informs the Link Layer device by asserting a transmit packet available (TPA). The Link Layer device can then write the in-band address followed by packet data to the PHY layer device using an enable signal (TENB). The Link Layer device shall monitor TPA for a high to low transition, which would indicate that the transmit FIFO is near full (the number of bytes left in the FIFO can be user selectable, but must be predefined), and suspend data transfer to avoid an overflow. The Link Layer device can pause the data flow by deasserting the enable signal (TENB).

SPI-3 defines both byte-level and packet-level transfer control in the transmit direction. In byte-level transfer, FIFO status information is presented on a cycle-by-cycle basis. With packet-level transfer, the FIFO status information applies to segments of data. When using byte level transfer, direct status indication must be used. In this case, the PHY layer device provides the transmit packet available status of the selected port (STPA) in the PHY device. As well, the PHY layer device may provide direct access to the transmit packet available status of all ports (DTPA[]) in the PHY device if the number of ports is small. With packet level transfer, the Link Layer device is able to do status polling on the transmit direction. The Link Layer device can use the transmit port address TADR[] to poll individual ports of the PHY device, which all respond on a common polled (PTPA) signal.

Since the variable size nature of packets does not allow any guarantee as to the number of bytes available, in both transmit and receive directions, a selected PHY transmit packet available is provided on signal STPA and a receive data valid on signal RVAL. STPA and RVAL always reflect the status of the selected PHY to or from which data is being transferred. RVAL indicates if valid data is available on the receive data bus and is defined such that data transfers can be aligned with packet boundaries.

Physical layer port selection is performed using in-band addressing. In the transmit direction, the Layer device selects a PHY port by sending the address on the TDAT[] bus marked with the TSX signal active and TENB signal inactive. All subsequent TDAT[] bus operations marked with the TSX signal inactive and the TENB active will be packet data for the specified port.

In the receive direction, the PHY device will specify the selected port by sending the address on the RDAT[] bus marked with the RSX signal active and RVAL signal inactive. All subsequent RDAT[] bus operations marked with RSX inactive and RVAL active will be packet data from the specified port.

Both byte-level and packet-level modes are specified in this standard in order to support the current low density multi-port physical layer devices and future higher density multi-port devices. When the number of ports in the physical layer device is limited, byte-level transfer using DTPA[] signals provides a simpler implementation and reduces the need for addressing pins. In this case, direct access will start to become unreasonable as the number of ports increase. Packet-level transfer provides a lower pin count solution using the TADR[] bus when the number of ports is large. In-band addressing ensures the protocol remains consistent between the two approaches. However, the final choice left to the system designers and physical layer device manufacturers to select which approach best suits their desired applications.

Packets shall be written into the transmit FIFO and read from the receive FIFO using a defined data structure. Octets are written in the same order they are to be transmitted or they were received on the SONET line. Within an octet, the MSB (bit 7) is the first bit to be transmitted. The SPI-3 specification does not preclude the transfer of 1-byte packets. In this case, both start of packet and end of packet signals shall be asserted simultaneously.

For packets longer than the PHY device FIFO, the packet must be transferred over the bus interface in sections. The number of bytes of packet data in each section may be fixed or variable depending on the application. In general, the Receive Interface will round-robin between receive FIFOs with fill levels exceeding a programmable high water mark or with at least one end of packet stored in the FIFO. The Receive Interface would end the transfer of data when an end of a packet is transferred or when a programmable number of bytes have been transferred. The Link Layer device may send fixed size sections of packets on the Transmit Interface or use the TPA signal to determine when the FIFO reaches a full level.

The in-band address is specified in a single clock cycle operation marked with the RSX/TSX signals. The port address is specified by the TDAT[7:0]/RDAT[7:0] signals. The address is the numeric value of the TDAT[7:0]/RDAT[7:0] signals where bit 0 is the least significant bit and bit 7 is the most significant bit. Thus, up to 256 ports may be supported by a single interface. With a 32-bit interface, the upper 24 bits shall be ignored.


2.2.2 Receive

The receive FIFO shall have a programmable threshold defined in terms of the number of bytes of packet data stored in the FIFO. A multi-port PHY device must service each receive FIFO with sufficient packet data to exceed the threshold or with an end of packet. The PHY should service the required FIFOs in a round-robin fashion. The type of round-robin algorithm will depend on the various data rates supported by the PHY device and is outside this specification.

The amount of packet data transferred, when servicing the receive FIFO, is bounded by the FIFO’s programmable threshold. Thus, a transfer is limited to a maximum of 256 bytes of data (64 cycles for a 32-bit interface or 256 cycles for an 8-bit interface) or until an end of packet is transferred to the Layer device. At the end of a transfer, the PHY device will round-robin to the next receive FIFO.

The PHY device should support a programmable minimum pause of 0 or 2 clock cycles between transfers. A pause of 0 clock cycles maximizes the throughput of the interface. A pause of 2 clock cycles allows the Layer device to pause between transfers.

2.2.3 SPI-3 Signal timing characteristic

TFCLK Frequency is specified to be 104 MHz.  TFCLK duty cycle is min 40% and max 60%.

Setup time relative to TFCLK for TENB, TDAT, TPRTY, TSOP, TEOP, TMOD, TERR, TSX and TADR is 2 ns minimum.  Hold time relative to TFCLK for the same set of signals is 0.5 ns minimum.

Validity of DTPA, STPA, PTPA relative to the rising edge of TFCLK is 1.5ns minimum and 6.0 ns maximum.

RFCLK Frequency is specified to be 104 MHz.  RFCLK duty cycle is min 40% and max 60%.

Setup time relative to RFCLK for RENB is 2 ns minimum.  Hold time relative to RFCLK for RENB is 0.5 ns minimum.

Validity of RDAT, RPRTY, RSOP, REOP, RMOD, RERR, RVAL, and RSX relative to the rising edge of RFCLK is 1.5 ns minimum and 6.0 ns maximum.


2.2.4 SPI-3 electrical characteristics

TBD
3. PoS Reconciliation Sublayer version 1 (PRS1) and the 8-bit System Packet Interface Level 3 (SPI-3)

[Editor’s note – The same principles described in section 5 applies also here.]
TBD

4. Generic Reconciliation Sublayer version 2 (GRS2) and the 32-bit System Packet Interface Level 3 (SPI-3)

4.1 Overview

This clause defines the logical and electrical characteristics for the Generic Reconciliation Sublayer version 2 (GRS2) and System Packet Interface Level 3 (SPI-3) using the 32-bit data path, between the RPR media access control and various SONET/SDH PHYs.

Figure 4.1 shows the relationship of the Reconciliation sublayer and SPI-3 to the ISO/IEC OSI reference model
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Figure 4.1 – GRS-3 and SPI-3 location in the OSI protocol stack

The purpose of this interface is to provide a simple, inexpensive and easy-to-implement interconnection between Media Access Control (MAC) sublayer and PHYs, and between PHYs and Layer Management Entity (LME).

The interface has the following characteristics:

a) It is capable of supporting operations between 155 Mb/s and 622 Mb/s (with a 155 Mb/s granularity).

b) Data and delimiters are synchronous to clock references.

c) It provides independent 32-bit wide transmit and receive data paths.

d) It provides a simple management interface.

e) It provides for full duplex operations.

4.1.2 Summary of major concepts

f) Each direction of data transfer is serviced by Data (a 32-bit bundle), Delimiter, Error and Clock signals.

g) The SPI-3 supports logical channels with individual word-level or packet level flow control.

h) The flow control is done out-of-band. 

i) The Reconciliation Sublayer maps the signal set provided at the SPI-3 to the P-SAP service primitives provided to the MAC.

4.1.3 Application

This clause applies to the interface between the MAC and PHYs and between PHYs and Layer Management Entity (LME). The implementation of the interface is primarily intended as a chip-to-chip (integrated circuits to integrated circuit) interface implemented with traces on a printed circuit board. SA motherboard-to-daughterboard interface between two or more printed circuit boards is not precluded.

This interface is used to provide media independence so that an identical media access controller may be used with any of the supported SONET/SDH PHY types.

4.1.4 Rate of operation

The SPI-3 with 32-bit data path supports operation at all the speeds between 155 Mb/s and 2.5 Gb/s at the granularity of 155 Mb/s. It is defined in Annex A.

SONET/SDH PHY that provide an SPI-3 with 32-bit data path shall support operations, at the SONET/SDH Path level, at the selected rate on the SPI-3. PHYs must report the rates at which they are operating via the management interface.

4.1.5 Allocation of functions

The allocation of functions in the SPI interfaces is such that it readily lends itself to implementation in both PHY and MAC sublayer entities.

4.1.6 Mapping of SPI-3 signals to P-SAP service primitive and Station Management

The Generic Reconciliation Sublayer (GRS) shall map the signals provided at the SPI-3 to the P-SAP service primitives as shown in Figure 4.2. The following P-SAP service primitives are defined:

PHY_DATA.request
PHY_DATA.indicate
PHY_DATA_VALID.indicate
PHY_LINK_OK.indicate
PHY_READY.indicate
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Figure 4.2 – Generic Reconciliation Sublayer Version 2 inputs and outputs

4.1.6.2 Mapping of PHY_DATA.request

4.1.6.2.1 Function

Map the primitive PHY_DATA.request to the SPI-3 signals TFCLK, TERR, TENB, TDAT<31:0>,TPRTY, TMOD<1:0>, TSX, TSOP, TEOP.

When transmitting RPR MAC frames the TENB signal is low, so the TSX signal is ignored (see Annex A). The usage of the TSX and TENB signals for in-band addressing with multi-port PHY is an implementation choice and out of scope of this specification. If used, this feature should be compliant with the requirements in Annex A.

4.1.6.2.2 Semantics of the service primitive

PHY_DATA.request (OUTPUT_UNIT)

The OUTPUT_UNIT parameter either takes the value of an octect of data or the DATA_COMPLETE, and it represents the transfer of an octet of data from the MAC to the RS. The value DATA_COMPLETE indicates that the MAC has no more data to transfer.

4.1.6.2.3 When generated

This primitive is generated by the MAC sublayer to request the transmission of a data octet on the physical medium, or to indicate that no more data is available for transmission.

4.1.6.2.4 Effect of receipt

The OUTPUT_UNIT values are conveyed to the PHY by the signals TDAT<31:0> and TMOD<1:0> on each TFCLK rising edge.

Each PHY_DATA.request transaction shall be mapped to a TDAT signal in sequence (TDAT<0:7>, …, TDAT<24:31>, TDAT<0:7>), using the big endian coding, as described in 2.2. After the first five PHY_DATA.request and after each four PHY_DATA.request transactions from the MAC sublayer, the RS requests transmission of 32 data bits by the PHY, together with the proper parity information in the TPRTY signal (see Annex A), containing the values of the previous four PHY_DATA.request transactions except the last one. The TMOD<1:0> is always fixed to the “00” value except when the end-of-packet is transmitted.

 [Editor’s note – The mapping of a MAC data byte on the SPI interface is left to the open discussion. Do we have to invert the bit sequence, due to the big endian order required at the SPI?]
The first eight octets of the frame shall be converted as follows, in order to build a GFP frame:

a) The first two octets are not changed. They correspond to the PLI field of the GFP core header.

b) The following two octets are filled with the CRC-16 calculated, as described in [B5], on the first two octets. They correspond to the cHEC field of the GFP core header.

c) The following two octets are filled with the value 0x0009, representing the PTI=”000” (user data frame), the PFI=0 (no payload FCS), the EXI=”0000” (null extension header) and the UPI=”0000 1001” (RPR frame). They correspond to the Type field of the GFP payload header.

d) The last two octets are filled with the CRC-16 calculated, as described in [B5], on the previous two octets. They correspond to the tHEC field of the GFP payload header.

[Editor’s note – The UPI value “0000 1001” is assigned to RPR by ITU-T as a provisionally agreed item in the living list.]
When transmitting the first four octets, representing the PLI and cHEC fields of the GFP core header, on TDAT<31:0>, the TSOP signal is also high.

The RPR MAC does not generate inter-frame spacing and the GRS does not generate it because there is no need of IPG between RPR MAC frames when using SONET/SDH PHY layers.

The DATA_COMPLETE value shall trigger the indication of the end-of-packet on the SPI-3 as follows:

a) The DATA_COMPLETE value is not mapped to any character on the TDAT signal.

b) The RS requests transmission of 32 data bits by the PHY, together with the proper parity information in the TPRTY signal, containing the values of the previous PHY_DATA.request transactions not yet transmitted. When transmitting this TDAT<31:0> signal, the TEOP is also high and the TMOD<1:0> represents the number of valid data bytes on the TDAT<31:0> as defined in Annex A.

4.1.6.3 Mapping of PHY_DATA.indicate

4.1.6.3.1 Function

Map the primitive PHY_DATA.indicate to the SPI-3 signals RFCLK, RVAL, RENB, RDAT<31:0>, RPRTY, RMOD<1:0>, RSOP, REOP, RERR, RSX.

When receiving RPR MAC frames the RENB signal is low and the RVAL is high, so the RSX signal is ignored (see Annex A). The usage of the RSX and RENB signals for in-band addressing with multi-port PHY is an implementation choice and out of scope of this specification. If used, this feature should be compliant with the requirements in Annex A.

4.1.6.3.2 Semantics of the service primitive

PHY_DATA.indicate (INPUT_UNIT)

The INPUT_UNIT parameter takes the value of an octet of data and defines the transfer of an octet of data from the RS to the MAC.

4.1.6.3.3 When generated

The INPUT_UNIT values are derived from the signals RMOD<1:0> and RDAT<31:0> received from the PHY on each rising edge of the RFCLK. Each primitive generated to the MAC sublayer entity corresponds to a PHY_DATA.request issued by the MAC at the upstream end of the ringlet connecting two RPR adjacent nodes.

For each RDAT<31:0> during frame reception, the RS shall generate four PHY_DATA.indicate transactions until the end of frame (when the REOP is high), where one, tow, three or four PHY_DATA.indicate transactions will be generated from the RDAT<31:0> according to the value coded in the RMOD<1:0> as defined in Annex A.

During frame reception each RDAT signal shall be mapped in sequence into a PHY_DATA.indicate transaction (RDAT<0:7>, …, RDAT<24:31>, RDAT<0:7>) as described in 2.2.


Before starting the frame reception, the first eight octets should be checked to be consistent. The following checks are performed:

a) The GFP tHEC field is checked in accordance with [B5].

b) The GFP Type field, eventually corrected by the tHEC, is checked to be equal to 0x0009, representing the PTI=”000” (user data frame), the PFI=0 (no payload FCS), the EXI=”0000” (null extension header) and the UPI=”0000 1001” (RPR frame). If the Type field is different from the expected one, the GFP frame must be discarded.

If the previous checks have detected that the GFP frame has to be discarded, no PHY_DATA.indicate primitive is generated during the reception of this GFP frame.

If the previous checks succeed, the RS shall convert the first eight octets of data (delineated by the RSOP signal) as follows, prior to generation of the associated PHY_DATA.indicate transactions.

a) The first two octets are not changed, in order to pass to the RPR MAC layer the length information.

b) The following six octets are converted to null data.

[Editor’s note – Which is the null data to be placed in these bytes? We need an input from the frame format group.]

4.1.6.3.4 Effect of receipt

The effect of receipt of this primitive by the MAC sublayer is unspecified.

4.1.6.4 Mapping of PHY_DATA_VALID.indicate

4.1.6.4.1 Function

Map the primitive PHY_DATA_VALID.indicate to the SPI-3 signals RFCLK, RVAL, RENB, RDAT<31:0>, RPRTY, RMOD<1:0>, RSOP, REOP, RERR, RSX.

4.1.6.4.2 Semantics of the service primitive

PHY_DATA_VALID.indicate (DATA_VALID_STATUS)

The DATA_VALID_STATUS parameter can take one of two values: DATA_VALID or DATA_NOT_VALID. The DATA_VALID value indicates that the INPUT_UNIT parameter of the PHY_DATA.indicate primitive contains a valid data of an incoming frame. The DATA_NON_VALID value indicates that the INPUT_UNIT parameter of the PHY_DATA.indicate primitive des not contain valid data of an incoming frame.

4.1.6.4.3 When generated

The RS shall generate the PHYD_DATA_VALID.indicate service primitive whenever the DATA_VALID_STATUS parameter changes from DATA_VALID to DATA_NOT_VALID or vice versa.

The DATA_VALID_STATUS shall assume the value DATA_VALID when a PHY_DATA.indicate transaction is generated in response to reception of a RSOP signal.

The value DATA_NOT_VALID is assumed after the REOP signal to indicate the end of frame to the RPR MAC.

4.1.6.4.4 Effect of receipt

The effect of receipt of this primitive by the MAC sublayer is unspecified.

4.1.6.5 Mapping of PHY_LINK_OK.indicate

4.1.6.5.1 Function

Map the primitive PHY_LINK_OK.indicate to the STA signals MDSF and MDSD.

4.1.6.5.2 Semantics of the service primitive

PHY_LINK_OK.indicate (LINK_STATUS)

The LINK_STATUS parameter can take the value of OK, FAIL or DEGRADE, and signifies the status of the PHY as indicated by the MDSF (Management Data Signal Fail) and MDSD (Management Data Signal Degrade).

The value OK indicates that there are neither failure nor degrade conditions in the physical layer. The value FAIL indicates that a failure has been detected in the physical layer. The value DEGRADE indicates that a signal degrade condition has been detected in the physical layer.

4.1.6.5.3 When generated

The RS shall generate the PHY_LINK_OK.indicate primitives whenever the LINK_STATUS parameter changes from one possible value (OK, FAIL, DEGRADE) to a different possible value.

The LINK_STATUS values are derived from the MDSF and MDSD signals received from the Layer Management asynchronously from the data transfer.

The LINK_STATUS parameter shall assume the value OK when neither MDSF nor MDSD signal has been received.

It shall assume the value FAIL when the MDSF signal is asserted.

The value DEGRADE is assumed when the MDSD signal is asserted and the MDSF has not been received.

4.1.6.5.4 Effect of receipt

The effect of receipt of this primitive by the MAC sublayer is unspecified.

4.1.6.6 Mapping of PHY_READY.indicate

4.1.6.6.1 Function

Map the primitive PHY_READY.indicate to the GRS state machine.

[Editors’ note – We have to discuss more in detail this primitive and how it should work..]
4.1.6.6.2 Semantics of the service primitive

PHY_READY.indicate (READY_STATUS)

The READY_STATUS parameter takes the value of READY or NOT_READY, and signifies the status of a transmitted frame. The READY value indicates that a new frame can be received from the RPR MAC sublayer. The NOT_READY value indicates that TBD.

[Editor’s note – It is not completely clear to me how the PHY_READY.indicate primitive is used.]
4.1.6.6.3 When generated

The RS shall generate the PHY_READY.indicate primitive whenever the READY_STATUS parameter changes from one the READY value to the NOT_READY value and vice versa.

If a frame is being received from the MAC and has not been transmitted, READY_STATUS indicates NOT_READY. If a frame has been received and fully transmitted, READY_STATUS indicates READY, signifying that a new frame can be received.

[Editor’s note – It is not completely clear to me how the PHY_READY.indicate primitive is used.]
4.1.6.6.4 Effect of receipt

The effect of receipt of this primitive by the MAC sublayer is unspecified.

4.2 SPI-3 functional specifications

Refer to section 2.2.

5. PoS Reconciliation Sublayer version 2 (PRS2) and the 32-bit System Packet Interface Level 3 (SPI-3)

[Editor’s note – The same principles of section 4 applies also here, with some updates due to the usage of PoS instead of GFP.]
TBD

6. Generic Reconciliation Sublayer version 3 (GRS3) and System Packet Interface Level 4 Phase 2 (SPI-4)

[Editor’s note – The same principles of section 4 applies also here.]
TBD

7. PoS Reconciliation Sublayer version 3 (PRS3) and System Packet Interface Level 4 Phase 2 (SPI-4)

[Editor’s note – The same principles of section 5 applies also here.]
TBD

Annex A (Normative) – SPI-3


SPI-3 defines the requirements for interoperable single-PHY (one PHY layer device connected to one Link Layer device) and multi-PHY (multiple PHY layer devices connected to one Link Layer device) applications. It stresses simplicity of operation to allow forward migration to more elaborate PHY and

Link Layer devices.

Two bus widths are provided to support multiple data transfer rates.  The 8-bit data bus is used for OC-12/STM-4 applications and a 32-bit bus is used for OC-48/STM-16 applications.
A.1 Signaling function specifications

All signals are expected to be updated and sampled using the rising edge of the transmit

FIFO clock TFCLK. 
A.1.1 TFCLK (transmit clock)

TFCLK is a continuous clock used to synchronize data transfer transactions between the LINK Layer device and the PHY layer device. TFCLK may cycle at a rate up to 104 MHz.  TFCLK is sourced by the MAC to the PHY.
A.1.2 TERR (transmit error Indicator)

TERR is used to indicate that there is an error in the current packet.  TERR should only be asserted when TEOP is asserted; it is considered valid only when TENB is asserted.

A.1.3 TENB (transmit write enable)

TENB is used to control the flow of data to the transmit FIFOs.  When TENB is high the TDAT, TMOD, TSOP, TEOP and TERR signals are invalid and should be ignored by the PHY.  The TSX signal is valid and is processed by the PHY when TENB is high.  When TENB is low the TDAT, TMOD, TSOP, TEOP and TERR signals are valid and are processed by the PHY.  The TSX signal is ignored by the PHY when TENB is low.

A.1.4 TDAT[31:0] (transmit packet data bus)

TDAT is an 8-bit or 32-bit bus which carries the packet octets that are written to the selected transmit FIFO and the in-band port address to select the desired transmit FIFO.  The TDAT bus is considered valid only when TENB is asserted.  Data is transmitted in big endian order on TDAT.

A.1.5 TMOD[1:0] (transmit word modulo)

TMOD is required only when TDAT is 32-bits.  TMOD indicates the number of valid bytes of data in TDAT.  The TMOD bus should always be zero except during the last word transfer of a packet on TDAT.  When TEOP is asserted the number of valid packet data bytes on TDAT is decoded from TMOD as:

TMOD[1:0] = “00”
TDAT[31:0] is valid

TMOD[1:0] = “01”
TDAT[31:8] is valid

TMOD[1:0] = “10”
TDAT[31:16] is valid

TMOD[1:0] = “11”
TDAT[31:24] is valid

TMOD is considered valid only when TENB is asserted.

A.1.6 TPRTY (transmit bus parity)

TPRTY indicates the parity calculated over the TDAT bus.  TPRTY is considered valid only when TENB or TSX is asserted.  The parity calculation is such that odd parity is indicated on this signal.

A.1.7 TSX (transmit start of transfer)

TSX indicates when the in-band port address is present on the TDAT bus.  When TSX is high and TENB is high, the value of TDAT is the address of the transmit FIFO to be selected.  Subsequent data transfers on the TDAT bus will fill the FIFO specified by this in-band address.  For single channel PHY devices the TSX signal is optional.  TSX is considered valid only when TENB is not asserted.

A.1.8 TSOP (transmit start of packet)

TSOP is used to delineate the packet boundaries on the TDAT bus.  When TSOP is high the start of the packet is present on the TDAT bus.  TSOP is required to be present at the beginning of every packet and is considered valid only when TENB is asserted.

A.1.9 TEOP (transmit end of packet)

TEOP is used to delineate the packet boundaries on the TDAT bus.  When TEOP is high, the end of the packet is present on the TDAT bus.  TEOP is required to be present at the end of every packets and is considered valid only when TENB is asserted.

A.1.10 TADR (transmit PHY Address)

TADR bus is used with the PTPA signal to poll the transmit FIFO’s packet available status.  When TADR is sampled on the rising edge of TFCLK by the PHY the polled packet available indication PTPA is updated with the status of the channel specified by the TADR address on the following rising edge of TFCLK.

A.1.11 DTPA (direct transmit packet available)

DTPA bus provides direct status indication for the corresponding ports in the PHY device.  DTPA transitions high when a predefined minimum number of bytes is available in its transmit FIFO.  Once high, the DTPA signal indicates that its corresponding transmit FIFO is not full.  When DTPA transitions low it indicates that its transmit FIFO is full or near full.  DTPA is updated on the rising edge of TFCLK.

A.1.12 RFCLK (receive FIFO write clock)

RFCLK is a continuous clock used to synchronize data transfer transactions between the MAC and the PHY.  RFCLK may cycle at a rate up to 104 MHz.

A.1.13 RVAL (receive data valid) 

RVAL indicates the validity of the receive data.  RVAL is low between transfers and when RSX is asserted.  It is also low when the PHY pauses a transfer due to an empty receive FIFO.  When a transfer is paused by holding RENB high RVAL will hold its value unchanged although no new data will be present on RDAT until the transfer resumes.  When RVAL is high the RDAT, RMOD, RSOP, REOP and RERR signals are valid. When RVAL is low, the RDAT, RMOD, RSOP, REOP and RERR signals are invalid and must be disregarded.  The RSX signal is valid when RVAL is low.

A.1.14 RENB (receive read enable)

The RENB signal is used to control the flow of data from the receive FIFOs.  During data transfer, RVAL must be monitored as it will indicate if the RDAT, RPRTY, RMOD, RSOP, REOP, RERR and RSX are valid.  The system may deassert RENB at anytime if it is unable to accept data from the PHY device.  When RENB is sampled low by the PHY device a read is performed from the receive FIFO and the RDAT, RPRTY, RMOD, RSOP, REOP, RERR, RSX and RVAL signals are updated on the following rising edge of RFCLK.  When RENB is sampled high by the PHY device a read is not performed and the RDAT, RPRTY, RMOD, RSOP, REOP, RERR, RSX and RVAL remain unchanged on the following rising edge of RFCLK.

A.1.15 RDAT[31:0] (receive packet data bus)

RDAT is an 8-bit or 32-bit bus which carries the packet octets that are read from the receive FIFO and the in-band port address of the selected receive FIFO.  RDAT is considered valid only when RVAL is asserted.   Data is received in big endian order. 

A.1.16 RPRTY (receive parity)

RPRTY signal indicates the odd parity calculated over the RDAT bus.

A.1.17 RMOD[1:0] (receive word modulo)

RMOD is required only when RDAT is a 32-bit bus.  RMOD indicates the number of valid bytes of data in RDAT.  The RMOD bus should always be zero except during the last word transfer of a packet on TDAT.  When REOP is asserted the number of valid packet data bytes on RDAT is decoded from RMOD as:

RMOD[1:0] = “00”
RDAT[31:0] is valid

RMOD[1:0] = “01”
RDAT[31:8] is valid

RMOD[1:0] = “10”
RDAT[31:16] is valid

RMOD[1:0] = “11”
RDAT[31:24] is valid

RMOD is considered valid only when RVAL is asserted

A.1.18 REOP (receive end of packet)

REOP is used to delineate the packet boundaries on the RDAT bus.  When REOP is high, the end of the packet is present on the RDAT bus.  REOP is required to be present at the end of every packets and is considered valid only when RVAL is asserted.

A.1.19 RERR (receive error indicator)

RERR is used to indicate that the current packet is in error.  RERR shall only be asserted when REOP is asserted.  Conditions that can cause RERR to be set may be, but are not limit to, FIFO overflow, abort sequence detection and FCS error.

A.1.20 RSX (receive start of transfer)

RSX indicates when the in-band port address is present on the RDAT bus.  When RSX is high, the value of RADAT[7:0] is the address of the receive FIFO to be selected by the PHY.  Subsequent data transfers on the RDAT bus will be from the FIFO specified by this in-band address.  For single channel PHY devices the RSX signal is optional.  For multi-port PHY devices, RSX must be asserted at the beginning of each transfer.  When RSX is high RVAL must be low.

A.2 management functions

Management functions for this interface involves setting of FIFO thresholds used as triggers for flow control indicators.


Annex B  (Normative) – SPI-4 Phase 2


SPI-4 is an interface for packet and cell transfer between a physical layer (PHY) device and a link layer device, for aggregate bandwidths of OC-192 ATM and Packet over SONET/SDH (POS), as well as 10 Gb/s Ethernet applications.

On both the transmit and receive interfaces, FIFO status information is sent separately from the corresponding data path.  By taking FIFO status information out-of-band, it is possible to decouple the transmit and receive interfaces so that each operates independently of the other.  Such an arrangement makes POS-PHY L4 suitable not only for bidirectional but also for unidirectional link layer devices.

In both the transmit and receive interfaces, the packet's address, delineation information and error control coding is sent in-band with the data.

SPI-4 has the following general characteristics:

° Point-to-point connection (i.e., between single PHY and single Link Layer device).

° Support for 256 ports (suitable for STS-1 granularity in SONET/SDH applications (192 ports) and Fast

  Ethernet granularity in Ethernet applications (100 ports)).

° Transmit / Receive Data Path:


- 16 bits wide.


- In-band port address, start/end-of-packet indication, error-control code.


- LVDS I/O (IEEE 1596.3 – 1996 [1], ANSI/TIA/EIA-644-1995 [2]).


- 622 Mb/s minimum data rate per line.


- Source-synchronous double-edge clocking, 311 MHz minimum.

° Transmit / Receive FIFO Status Interface:


- LVTTL I/O or optional LVDS I/O (IEEE 1596.3 – 1996 [1], ANSI/TIA/EIA-644-1995 [2]).


- Maximum 1/4 data path clock rate for LVTTL I/O, data path clock rate (double-edge


   clocking) for LVDS I/O.


- 2-bit parallel FIFO status indication.


- In-band Start-of-FIFO Status signal.


- Source-synchronous clocking.
B.1 Signaling function specifications

Data and control lines are driven off the rising and falling edges of the clock [TDCLK].
B.1.1 TDCLK (Transmit Data Clock)

TDCLK is a clock associated with TDAT and TCTL. TDCLK provides the datapath source-synchronous double-edge clocking with a minimum frequency of 311 MHz.  Data and control lines are driven off the rising and falling edges of the clock. TDCLK is sourced by the MAC to the PHY.

B.1.2 TDAT[15:0] Transmit Data

TDAT is a 16-bit bus used to carry payload data and in-band control words from the Link Layer to the PHY device.   A control word is present on TDAT when TCTL is high.  The minimum data rate for TDAT is 622 Mb/s.

B.1.3 TCTL (Transmit Control)

TCTL is high when a control word is present on TDAT, otherwise it is low.  TCTL is sourced by the MAC to the PHY.

B.1.4 TSCLK (Transmit Status Clock)

TSCLK is a clock associated with TSTAT providing source-synchronous clocking.  For LVTTL I/O a maximum clockrate restraint is ¼ that of the data path clock rate.  LVDS I/O allows a maximum of that equal to the data path clock (double-edge clocking). 

B.1.5 TSTAT[1:0] (Transmit FIFO Status)

TSTAT is a 2-bit bus used to carry round-robin FIFO status information, along with associated error detection and framing.  The maximum data rate for TSTAT is dependent on the I/O type, either LVDS or LVTTL, and is limited to its respective TSCLK restraints.  TSTAT is sourced by the PHY to the MAC.  The FIFO status formats are:


TSSTAT[1:0] =  “11”
Reserved for framing or to indicate a disabled status link.


TSSTAT[1:0] =  “10”
SATISFIED


TSSTAT[1:0] =  “01”
HUNGRY


TSSTAT[1:0] =  “00”
STARVING

B.1.6 RDCLK (Receive Data Clock)

RDCLK is a clock associated with RDAT and RCTL.  RDCLK provides the datapath source-synchronous double-edge clocking with a minimum frequency of 311 MHz.  Data and control lines are driven off the rising and falling edges of the clock.  RDCLK is sourced by the PHY to the MAC.

B.1.7 RDAT[15:0] (Receive Data)

RDAT is a 16-bit bus which carries payload data and in-band control from the PHY to the Link Layer device. A control word is present on RDAT when RCTL is high.  The minimum data rate for RDAT is 622 Mb/s.
B.1.8 RCTL (Receive Control)

RCTL is high when a control word is present on RDAT, otherwise it is low.  RCTL is sourced by the PHY to the MAC.

B.1.9 RSCLK (Receive Status Clock)

RSCLK is a clock associated with RSTAT providing source-synchronous clocking.  RSCLK is sourced by the Mac to the PHY. LVDS I/O allows a maximum of that equal to the data path clock (double-edge clocking). 

B.1.10 RSTAT[1:0] (Receive FIFO Status)

RSTAT is a 2-bit bus used to carry round-robin FIFO status information, along with associated error detection and framing. The maximum data rate for RSTAT is dependent on the I/O type, either LVDS or LVTTL, and is limited to its respective RSCLK restraints.  RSTAT is sourced by the Mac to the PHY.  The FIFO status formats are:


TSSTAT[1:0] =  “11”
Reserved for framing or to indicate a disabled status link.


TSSTAT[1:0] =  “10”
SATISFIED


TSSTAT[1:0] =  “01”
HUNGRY


TSSTAT[1:0] =  “00”
STARVING

B.2 Management Functions

	Parameter
	Definition
	P
	CH
	Units

	CALENDAR[i]
	Port address at calendar location i.
	Yes
	I
	(N/A)

	CALENDAR_LEN
	Length of the calendar sequence.
	Yes
	I
	(N/A)

	CALENDAR_M
	Number of times calendar sequence is repeated between insertions of framing pattern.
	Yes
	I
	(N/A)

	MAX_CALENDAR_LEN
	Maximum supported value of MA_CALENDAR_LEN
	No
	I
	(N/A)

	MaxBurst1
	Maximum number of 16 byte blocks that the FIFO can accept when FIFO Status channel indicates Starving.
	Yes
	C/I
	16 byte blocks

	MaxBurst2
	Maximum number of 16 byte blocks that the FIFO can accept when FIFO Status channel indicates Hungry.

MaxBurst2 <= MaxBurst1
	Yes
	C/I
	16 byte blocks

	(
	Number of repetitions of the data training sequence that must be scheduled every DATA_MAX_T cycles.
	Yes
	I
	(N/A)

	DATA_MAX_T
	Maximum interval between scheduling of training sequences on Data Path interface.
	Yes
	I
	Cycles

	FIFO_MAX_T
	Maximum interval between scheduling of training sequences on FIFO Status Path interface.
	Yes
	I
	Cycles


P = Provisionable,
CH = Per channel (C) pr per interface (I)

Upon reset, the FIFOs in the datapath receiver are emptied, and any outstanding credits are cleared in the data path transmitter.  After reset, but before active traffic is generated, the data transmitter shall send continuous training patterns.  Transmission of training patterns shall continue until valid information is received on the FIFO Status Channel.  The receiver shall ignore all incoming data until it has observed the training pattern and acquired synchronization with the data.  Synchronization may be declared after a provisionable number of consecutive correct DIP-4 codewords are seen.  Loss of synchronization may be reported after a provisionable number of consecutive incorrect DIP- 4 codewords is detected.

After reset but before active traffic is generated, the FIFO Status Channel transmitter shall send a continuous "1 1" framing pattern for LVTTL implementations, or continuous training patterns for optional LVDS implementations.  Once the corresponding data channel has achieved synchronization, and a calendar has been provisioned, it may begin transmission of FIFO Status information.  Once the data transmitter has received valid FIFO Status information (as indicated, for example, by a sufficient number of consecutively correct DIP- 2 codewords), it may begin transmission of data bursts to channels that have been provisioned and have space available.

In the event that the data path receiver is reset but the transmitter is still active, events at the receiver follow the same behavior as above.  It shall ignore all incoming data until it has observed the training pattern and acquired synchronization with the data.  It shall also send a continuous "1 1" framing pattern for LVTTL implementations (or continuous training patterns for optional LVDS implementations) on its FIFO Status Channel, cancelling previously granted credits and setting them to zero.  In this case the transmitter should send continuous training patterns to facilitate reacquistion by the receiver.

In the event that the data path transmitter is reset but the receiver is still active, events at the transmitter follow the same behavior as above.  The transmitter shall send continuous training patterns until a calendar is configured and valid status information is received on the FIFO Status Channel.  At the same time, the receiver may have lost synchronization with the data, and begun sending continuous framing patterns (or continuous training patterns for optional LVDS implementations) on the FIFO Status Channel. Once the data transmitter has received valid FIFO  Status information (as indicated, for example, by a sufficient number of consecutively correct DIP- 2 codewords), it may begin transmission of data bursts to channels that have been provisioned and have space available.
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