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A MAC Layer proposal for the High Rate 802.15.3 Standard 


This document describes a proposed MAC Layer for a high speed Wireless Personal Area Network system that is focused on meeting the needs of low cost, real-time multimedia applications. The target applications involve the transmission of real-time video and audio multimedia signal streams, and less time critical computer communication and voice telephony signals between devices on or near people.

This new MAC layer is based on an extension of the BlueTooth protocol, and is also similar in many respects to the real-time extensions that have been proposed for the 802.11 protocol.  The TDMA-like transmission format can support the transmission of several (up to 63) data streams with several levels of priority that range from the highest priority real-time requirements such as video, to interruptible, low priority non-time critical tasks such as computer file transfers. The companion Physical Layer proposal is designed to support the needs of the MAC Layer at a lower cost than either the current BlueTooth or 802.11 physical layers. 

The companion Physical Layer is based on simple, proven and low cost RF technologies, and meets the performance criteria established by the 802.15.3 Working Group. More specifically, the new Physical Layer is based on a direct FM radio link that operates in the unlicensed 5 GHz band.  The system uses four-level, direct FM modulation of a fixed carrier signal, enabling the use of simple receiver and transmitter architectures, and also uses directional antennas to minimize interference and eliminate the problems associated with multi-path delay spread.  The directional antenna pattern is envisioned as an array of four individual antennas with approximately 90( beam widths that can be formed on a printed circuit board or module substrate, and the proposed physical layer supports the automatic selection of the “best” antenna for the active link. 

Together, the proposed Physical Layer and MAC Layer are focused on providing a low cost system that will operate reliably, be relatively immune to interference, and not interfere with devices operating in its vicinity.  In addition, multi-format operation – i.e., BlueTooth1 + the new format - is envisioned and very practical.

1. System Operation:



The proposed Medium Access Layer, together with the Physical Layer that is described in a companion submission, form a Wireless Personal Area Network system that is targeted at meeting the requirements of high data rate multi-media applications.  In particular, it is focused providing a system that can simultaneously deliver up to 63 streams of data, including:

( Several (at least three) MPEG encoded real-time video streams, plus 

( Several channels of digital audio, plus 

( Several voice telephony channels, plus 

( Several computer data streams that may be associated with an interactive Internet   

   session or with simple data file transfers.

Further, the system is meant to provide peer-to-peer, point-to-point and point-to-multipoint operation in a true mesh network configuration.  The system uses a Time Division Multiple Access transmission slotting scheme to meet the demands of the real-time data transfers, and uses a designated Master node to assign slots and priorities to transmission requests issued by the system nodes. There is also provision for other nodes assuming the function of the Master if the latter node is not functioning, or if the network topology changes.

The proposed MAC layer is also optimized for operation in the real-world RF environment associated with consumer applications. Thus: 

( Short packet lengths (approximately 100 microseconds) are used to minimize the 

  probability of packet error and retransmission

( The error correction/detection scheme has been optimized for the characteristics of the  

   5 GHz spectrum

( Robust encryption capabilities are included to prevent eavesdropping and the potential  

   theft of copyrighted entertainment materials

( The transmission protocol has been designed to provide for efficient battery saver 

   operation of the nodes – i.e., the nodes can be turned off during large portions of the 

   reception cycle to minimize power drain and improve battery life for portable 

   devices. 


In addition, the overall system is further optimized for rugged RF performance:


( Directional antennas are used to minimize interference and the effects of multi-path 

   delay spread

( The use of a simple broadband FM receiver with a low capture ratio further minimizes 

   the effects of interference

( The combined use of directional antennas and a low capture ratio receiver greatly 

   facilitates channel frequency re-use.


The MAC layer is designed to conform to the system interfaces proscribed by the IEEE 802.15.3 Working Group, and shown in Figures 1 and 2.  In particular, the proposed MAC will interface with the uppers layers of the protocol stack depicted in these Figures.  


In addition, the system provides for Join / UnJoin and registration procedures that are similar to those used in the 802.15.1 / BlueTooth system.

2. Structure of the TDMA Transmission Format:

The overall structure of the TDMA transmission format is depicted in Figure 3. As shown, the RF data transmissions are composed of network frames that are subdivided into time slots that are dynamically scaled and assigned to each of the active nodes in the network, and a reQuest interval.  The reQuest interval is a period during new nodes can request that they be added to the network. In addition, each node is assigned a command slot (labeled C in the Figures) during which they can signal requests, acknowledgements, etc, to the Master 

Each of the active nodes in the network is assigned a time interval for transmitting its outbound data streams, and the nodes may have more than one active stream, as shown in the diagram. Each data stream is, in turn, composed of Radio Data frames that are the basic element of the transmission format. It should be noted that, as shown in Figure 4, the data streams transmitted by a node may be composed of both isochronous and non-isochronous data flows.

The data packet size is adjustable, but it is expected to be 255 Bytes (68 microseconds) or larger.  For a 255 Byte packet length, the system throughput efficiency  – i.e., the delivered data rate divided by the channel data rate is 86%. For longer packet lengths, the throughput efficiency increases and reaches 90 % for a packet length of 511 Bytes (136 microseconds) and peaks at 93% for longer packet lengths due to the 7% overhead associated with the 255 symbol Reed-Solomon block code used in the ECC portion of the packet. The Reed-Solomon code is used to improve the recovered bit error rate from 1E-6 to 1E-11, and may be implemented at either the physical layer or the MAC layer.

Finally, at 86% throughput the delivered data rate is 25.8 Megabits per second, and at 93% the delivered payload is 27.9 Megabits per second.

3. Basic Operation of the System:
When the system is idle with no active nodes, there are no RF transmissions, as shown in Figure 5.

Client Node Requests Master to Client Connection: When a node requests service, a sequence similar to that shown in Figure 6 takes place. Here, Client Node C1 requests an MPEG video stream that is available from the master node. To request that the data stream be established, node C1 signals the Master with a connection request sent over its command slot C, and the Master returns a signal that the connection has been granted, and sets up one or more time slots for the transmission of the data stream. Thereafter, the video data, labeled V in the diagram, is sent in packet transmissions to C1, and C1 sends acknowledgement or retransmission request signals back to the Master in its slot labeled C after each packet time slot.

Client Node Requests Client Node to Client Node Connection: Figure 7 shows an example of how a client node to client node transmission would be established. Here, node C1 which has previously requested a video stream from the Master node now requests that a connection be established to send a print data file to a printer connected to node C2. C1 makes the request by sending a connection request to the Master during its command slot C. The Master then sets up the appropriate time slot or slots, acknowledges the request, and signals node C2 to establish the connection.

Then, as shown in Figure 8, there are two active transmission slots on the network. One, labeled V, is associated with the video transmission from the Master node to node C1, and the other, labeled PD, is the print file transfer from node C1 to node C2.  Finally, the two receptor nodes acknowledge receipt of the packets or request retransmission of erred or missed packets in their respective command slots.


Other combinations of node to node or node to multiple node connections are established in a similar manner to those described above, and will not be detailed here.

Retransmission of  Lost or Erred Packets:  The nodes of the system may acknowledge packets they receive that are unerred or which have correctable errors. However, erred packets and lost packets are not acknowledged, and the lack of acknowledgement causes the source node to retransmit these packets in a subsequent time slot. This acknowledge and packet retransmission scheme is shown in Figure 9.  Here, the packets labeled P2 and P5 are not acknowledged after they have been transmitted from device i to device j. As a result of the lack of an acknowledgement signal, device i retransmits packets P2 and P5 as part of its next packet transmission to node j.

Prioritization of Data Streams: The proposed system provides for four levels of prioritization for data streams. The Master node allocates the length and availability of system time slots based on the priority assigned to each data stream.


The four classes of priorities are as follows:

Priority 1
Real-time data streams that are extremely sensitive to delays and require isochronous transport.

Examples: Video, interactive video games, Digital Audio, Telephony

Priority 2
Data streams that do not require isochronous transport, but which are moderately sensitive to transmission delays.  

Examples: Internet sessions

Priority 3
Data streams that are somewhat sensitive to delays due to factors such as low speed interactions.



Examples:  File transfers

Priority 4
Non-time critical data transfers

Examples: Meter reading, computer back-up, etc.


The different priorities are handled by routing data for packets into buffer queues located in each node, and the packets are then transmitted according to the priorities set a dynamic time slot controller function in the Master node.  It is recognized that less than four levels of priority can be used to reduce the number and size of the buffer memory. Also, the absolute time or variation in delivery time associated with each prioritization level is readily changed.


This prioritization scheme is illustrated in Figure 10.

Change is System Operating Frequency: Due to interference caused by the introduction of an outside signal source, it may be necessary for the system to change its channel frequency. The procedure developed for dynamically changing the channel frequency is shown in Figure 11.  

In the system, all devices periodically measure the performance of the operating channel and report the results back to the Master node. In the event that the system nodes report a problem or the presence of an interfering signal, the Master node sends a “remain quiet” command to the system nodes, and searches for a clear channel.  If a clear channel is found, the Master signals the system nodes to move to the new channel, and initiates operation on the new frequency.  If an alternate clear channel cannot be found, the Master node resumes operation on the original channel, and the channel performance is again periodically monitored.

Alternate Master: In order to avoid a single point of failure, and to insure that a system will continue to operate if the Master node is turned off, the system periodically polls the community of nodes and designates a new master if a functional master is not found.


In addition, the role of the Master may be shifted to other nodes to optimize the performance of the system as the network topology changes, and as new nodes with different capabilities added to the system.

Security:  The system has strong encryption capabilities at the Physical Layer level that are consistent with the need to prevent eavesdropping and the theft of data via interception of the systems RF signal. This is especially important considering that movies, application files and other copyrighted materials may be transmitted over the system. The physical layer will provide a small hardware based DES or Data Encryption Standard engine for encrypting the signal using the standard DES or triple DES algorithms. This engine can also be used to encrypt data packets with different keys that are determined by the ID of the destination unit, so that other nodes in the system are not able to decode the packet transmissions. 


The flow chart depicting the position of the encryption in the system data flow model is shown in Figure 12.

In addition, the system provides for authentication by means of challenge-response based authentication at the MAC layer.

4. Implementation of the MAC:
The proposed MAC can be implemented on a single integrated circuit chip that consists of: 

( A low power 32-bit ARM Micro-controller

( ROM and RAM memory for the Micro-controller

( A 50,000 gate implementation of the logic required to handle to high speed data 

   traffic, and

( A variety of small support functions (timers, I/O, etc).  

It is estimated that the gate array would occupy approximately 1 mm2 on a 0.25 micron CMOS chip. The packaged chip cost would be under $6 in high volume quantities.  

It is also conservatively estimated that the power drain of the MAC chip running at the peak system throughput would be under 0.5 watt. The peak power drain of the Physical Layer functions in the transmit mode would be around 0.7 watt for 200 milliwatts of output RF power. In the standby or inactive modes, the power drain of the MAC and Physical Layer functions would each be less than 5 milliwatts. For a operational 5:1 duty cycle at peak RF power, the average power drain for a node would be 240 milliwatts. For a 10:1 duty cycle, the power drain would be 125 milliwatts.
5. Evaluation per the MAC Protocol Criteria:
Most of the items covered in the MAC evaluation criteria have been covered in the above sections, and the items are scored by highlights in the following matrix.

MAC Protocol Criteria Evaluation

CRITERIA
REF.

Comparison Values




-
Same
+

Transparent to Upper Layer Protocols (TCP/IP)
3.1
FALSE
TRUE
N/A

Unique 48-bit Address  
3.2.1
Not Qualified (required by 802)
Essential
N/A

Simple Network Join/UnJoin Procedures for RF enabled devices
3.2.3
Extended procedure for joining network
802.15.1 style join as specified in sections 8.10.6, 9.3.23 and 11.6.5.5
Enhanced self-configuration of network

Device Registration
3.2.3
Requires manual configuration
802.15.1 style registration as specified in sections 8.10.7 and 11.6.5.1-4.
Auto registration based on profile

Minimum delivered data throughput
3.3.2
20 Mbps minus MAC overhead
20 Mbps
> 20 Mbps

High end delivered data throughput (Mbps) 
3.3.3
20 – 39 Mbps
40 Mbps
> 40 Mbps

Data Transfer Types
3.4
Asynchronous only
Asynchronous or Isochronous
Mixed Mode (Asynchronous &  Isochronous simultaneously)

Topology
3.5.1
Point-to-Multipoint only
Point-to-Multipoint &

Point-to-Point (with no Peer-to-Peer)
Point-to-Multipoint,

Point-to-Point & 

Peer-to-Peer

Max. # of active connections
3.5.2
< 7
7 
> 7

Ad-Hoc Network
3.5.3
FALSE
TRUE
N/A

Access to a Portal
3.5.4
FALSE
TRUE
N/A

Master Redundancy
3.6.2
FALSE
TRUE
N/A

Loss of Connection
3.6.3
FALSE
TRUE
N/A

Power Management Types
3.7
Does not support power savings modes
Supports 802.15.1 power savings modes as specified in sections 8.10.8.2-4 and 11.6.6.1-5
Enhanced power savings modes

Power Consumption of MAC controller (the peak power of the MAC combined with an appropriate PHY)
3.8
> 1.5 watts 
Between .5 watt and 1.5 watts
< .5 watt

Authentication
3.9.1
No authentication
802.15.1  style authentication as specified in sections 8.14.4 and 9.3.2
Enhanced authentication at MAC layer

Privacy 
3.9.2
No encryption
Encryption as specified in 802.15.1 section 8.14.3 and 9.3.6
Packet encryption

Quality of Service
3.9.2
No provisions for QoS
Equivalent to  QoS specified in 802.15.1 section 9.3.20 , 10.6.3 and 11.6.6.6
802.11e level of QoS
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Figure 1 
Overview of 802.15.3 System Requirements
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Figure 2 
IEEE System Interfaces
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 Figure 3 
Structure of the Dynamic TDMA Slot System
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Figure 4 
Isochronous and Non-Isochronous Segments of Node Slots 
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Figure 5 
System Status for Idle Channel
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Figure 6 
Client Node Requests Master to Client Connection
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Figure 7 
Client Node Requests Client Node to Client Node Connection
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Figure 8 
System Transmitting Video and Print Data Files
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Figure 9 
Scheme for Retransmitting Lost or Erred Packets
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Figure 10 
Transmission Prioritization Scheme
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Figure 11 
Procedure for Changing Operating Frequency
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Figure 12 
System Data Flow
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