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Requirements and Recommended Functions in High-Rate MAC
Starting Point
An effort is made to define the major properties of the medium access control method for PAN starting from the beginning.  This approach is in contrast with taking known methods and testing each for suitability.  A weakness with looking at all existing methods is that the relative advantage, or lack of it, relative to the clean start will not be apparent.

The starting point is basic requirements.  This will exclude many existing solutions.
Properties of the Wearable User Station
To obtain maximized battery life, it is necessary to do more than reduce the drain of the circuitry.  In particular, neither the transmitter or the receive may be powered except when performing a useful function.  This is very demanding for fast clock acquisition and for power on receiver and transmitter ready.  
It is also demanding of protocol to minimize receiver on time on a microsecond time scale.  This precludes using the always-on state necessary for broadcast messages in data protocols.  The format of the frame structure preamble must be responsive to the need for fast clock acquisition.

The Environment

The simplest possible battery-powered user station immediately suggests that much of the necessary functionality should be in the supporting infrastructure.  
The nature of simple radios favors that each should communicate with a shared access point or repeater.  The multiple propagation paths between stations of inferior antenna (peer-to-peer) operation is very limiting.  The peer-to-peer environment is most unfavorable for frequency-reuse in patterns of multiple coverage’s as will be found in meeting rooms or convention floors.
The use of a shared repeater is the model found in many mobile radio systems, and is known to perform well for voice systems.  Some of such systems are base-stations each serving one or a few dispatchers.  The peer-to-peer function used is a means of keeping all stations informed by broadcast (older police).  In a protocol-based system, the first penalty from repeater use is carrying all traffic twice on the channel (once up, once down), and this halves the channel capacity.  This is onerous when only a small proportion of traffic is between stations, or if the manager/server appears as one of the stations.  It is much more efficient to associate any server or shared common function with the access point rather than with a station.  The occasional peer-to-peer traffic can then be repeated as needed.
Traffic Type and Pattern
It is imperative that the system carry packet data traffic efficiently, but the latitude on delay-through-the-network that is commonly allowed for data traffic must be avoided for connection-type traffic over the same medium.  Is true that an isochronous medium can carry packets, but the reverse is not true.  Existing 802 (non-IVD) using peer-to-peer mode have no direct way to reserve future capacity in a multiple access point environment.  Giving priority by reduced backoff to delay-sensitive traffic is not the same.  Moreover, there is no awareness of or direct control of transmitters in other contiguous networks.
Some aspect of the radio PHY must be coordinated with the SDH (synchronous digital hierarchy), so that N x 64 Kbps can be transported effectively and without puncture loss.
Peak Traffic Desired Behavior 

When peak demand exceeds average capacity, the desired traffic behavior is that the unserved traffic is queued (to a point) and held until it can be served.  There are limits on how much traffic can be delayed before it is served.  The Erlang C blocking formula is based on this type of traffic behavior.  From this formula, it is known that the average delay is a function of the holding time for a connection.  For packets, average holding time is not likely to exceed 1000 bytes.   In a 2 byte per second medium, the holding time would be 500 µseconds.  There is no longer a reliable holding time for voice connections because of the large number of data calls.  The result is that peaks can be spread for packets for perhaps more than a second, when one second of traffic is buffered, but little can be done for connections.  
Overload Traffic Behavior
If more packet traffic is offered than can be carried, then service requests must be refused.  This leaves the source with no alternative but to try again.  With some buffering there is enough traffic to keep the channel continuously in use, and that is as much as can be done.
If more connection-type traffic at bandwidths greater than 64 Kbps is offered than can be carried, then it appears better to refuse the traffic rather than queue it.  Narrower band connection-type traffic might be queued, but there may not be enough of this traffic to make a material difference in the system statistics.
On System Design

To design the MAC many aspects of the system design must be anticipated.  Some of the most important system aspects are taken up below.
The Wearable Radio Antenna Pattern
The wearable radio will most likely be on the belt or in a shirt pocket.  It won’t be above the top of the head with an unobstructed view in all directions.  Typically, there will less than a 180° view in azimuth.  Those antennas that purport to be non-directional are affected by the body as a barrier/absorber so that a limited view is obtained whether desired or not.

Experimental Observations
For an indoor environment, experimental indications are that regardless of the direction the worn antenna is pointed, there is a path to a fixed access point even though the wearable antenna
 is directive.  The directive antenna gain of than 4-7 dB offsets some of the added loss of indirect paths.

While the gain is welcome, the big advantage of the directive antenna is that it reduces the number of different paths by which the signal reaches a body-mount radio.  In a recent experiment in a large room
,  most of the room was covered with error free transmission at 10 Mbps.  Coverage failure was not much associated with distance, but occurred in rather small areas/spots all over the room.  No one-to-one antenna combination was found where these coverage spots did not occur to an objectionable degree.  

A further experiment used multiple radio and antenna at the access points with a second antenna antennas spaced a couple of feet horizontally and a third antenna spaced a foot below vertically.  It was soon discovered that a second antenna greatly reduced the size of holes because one or the other antenna was successful.  With three antennas, there were no coverage holes.  The experiment configuration is worth noting but not a recommendation.  The result was hardly surprising.  It would be discouraging to those that think radio accuracy is mainly a function of signal strength—it is fairly easy to produce a signal of sufficient level over a short distance.  It is mitigating multipath without stronger signals that is artful.
The access point antenna patterns were intended to have beamwidths of 90° azimuth x 30° elevation.  This directivity is believed to be essential for successful high rate data transmission in this environment. 
Assertions and Conclusions
· The wearable antenna should be as directive as size permits.

· The fixed radio infrastructure should inherently have multiple possibilities for reaching the personal radio, and the protocol and system algorithms should support redundant access point radio coverage using the redundancy as path diversity.
· Sectorally  and vertically directive antennas at access points provide significant discrimination against a portion of the ray paths that together cause multipath degradation.
· The required personal transmitter power required is materially diminished by path diversity
System Topology
While simple systems of one access point and a few users will be commonplace, systems intending to provide access over a large area will also be very important.  Examples include a factory floor, warehouse, meeting room, package handling center/yard and many others.  Multiple short reach radio links are the only way to get high capacity at high delivery rate within limited radio spectrum.
Organization is required to coordinate the use of many small radio systems, where the use of any one access-point is somewhat conditional on the status of contiguous coverage’s.  While it is unlikely that the standard will go into much detail in this area, it is believed essential that the standard must not preclude this cooperation.  For this reason some of the cooperation aspects of a multi-coverage system are described.
Topology Types

Consider now the case of the shopping mall (or also multi-tenant building or trade show at a convention center).   Service can be provided in two ways:  1) the premises owner buys or contracts for a premise-wide infrastructure and becomes also a service provider to the tenants, or 2) each tenant puts in his own system operating autonomously.
Case 1) makes all users members of a common plan.  Each access point in a large group is connected to a common hub controller where the cooperation algorithms are implemented.  In addition, the possibility is created that an uplink transfer will be heard at more than one access point and in some cases it will be received correctly at a different access point than the one expected.  It is highly desirable to take advantage of this possibility. 
Case 2) is much more likely.  For time efficiency and fairness in sharing one or a few channels, it is necessary to coordinate timing between all users with a precision of a few microseconds.  An alternative is a token passing scheme between users with algorithmic definitions of holding time.  These are implementation possibilities for coordinated time sharing of a channel.  Anything which involves cooperation between unrelated users should be addressed in the standard.
Model Topologies
The continuous area coverage can be built from square cells with an access point in each corner.  Starting at left upper the A cell access points can be numbered clockwise A1, A2, A3 and A4.
Either the A property can be by channel code or null, and N property can be either time division sequence number or channel code.  Numbers of the cells can be assembled into a grid.  The grid intersections have four access points that are either co-located or near the others.  The square grid is a model, not a mandatory requirement.
For autonomous area coverage with contiguous unrelated users, each should use the sectoral antenna with antennas pointed inward from the perimeter.  An example of where this arrangement is effective is in a pair of high-rise office towers on opposite sides of a narrow street where offices in each building on the same of adjacent floors are on the same radio channel.  This antenna arrangement is not a cure, but it is better than doing nothing or using central omni-directional antennas.  Back-to-back directive antennas at contiguous perimeters is also acceptable.
An important aspect of this topology is that it is able to benefit from the redundant and overlapping coverage of many access points as space diversity.
Assertions and Conclusions

· A quadrantal coverage sector is a convenient and favorable format for an access point fixed antenna.  Considerable elevation directivity is also helpful.

· A good model for continuous area coverage systems is built up from square cells with a quadrantal sector coverage access point in each corner

· In systems using the 4-access-point cells,  the access points for all cells in one system are connected to a common hub controller.

· Redundant coverage and a common hub controller is enabling for path diversity.
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Figure 1  Continuous Area Coverage Using Quadrantal Sector Antennas
 and Factor 4 Frequency Reuse  (errata: Kbps > Mbps)
The above Figure (not referenced in the text) is a possible example of a continuous area coverage plan.  The same channel is reused in every fourth coverage as represented by the crosshatch squares.  The channel can be defined by code difference, time division as well as frequency division.

Access points are quadrant sectors with four sectors at each service location.  A backbone path is shown that may be obtained cable or radio.
Frequency Reuse
To understand frequency reuse, it is necessary to appreciate how past systems were modeled and implemented.  The essential principal of frequency reuse is interference limited system design. This principal underlies the cellular mobile telephone systems that came into use in the late 70’s and early 80’s.  If the reusability of a frequency is defined either by absence of signal or the horizon, a dominant fraction of the spectrum capacity is wasted.  
This consideration is included in the use of the topologies described in the preceding section.
System Models 
The square cell model for frequency reuse with an LBT access protocol peer-to-peer protocol and omni-directional antennas is a grid of user clusters in which each square represents the possible location for all of the members of one group.  The transmitter power used is sufficient for a station at one corner of the cluster to be heard adequately by another user at the diagonally opposite corner.  This can be modified so that the extreme distance is 75% of the geometric worst case.  Whatever distance assumed, this is the service range.  Under the best of conditions a rule of thumb is that the interference range is about three times the service range if the transmitters are just powerful enough to cover the service range and no more.  This also assumes that something like 18 dB of signal to interference ratio is necessary for error free transfer.
The 802.11 standard contains no provision for organized frequency reuse.  A few years ago a simulation was done considering text-book Rayleigh fading propagation and measured radio properties.  The simulation assumed two clusters of users at various distances.  Close together, each group got about 50% of the usable channel capacity, and far apart each got 100%.  The limit on the cluster size is the largest at which all members of the peer group have a high probability radio path to all others in the group.  The interference range is that at which at a transmitter has a significant possibility of inhibiting transmission at a few of the peer group stations using the “clear channel assessment” function.
Using the simulation results with a “square cell” carpet coverage, the diminution of capacity from each of the surrounding clusters could be estimated.  It is not as simple as summing the % loss from each interfering group.  Nonetheless it was found that in this context, the capacity of one cluster was reduced from 30-40% of the stand-alone channel rate to a few percent.  Expressed in another way, for each cluster to have a capacity within a few percent of the standalone value, at least 25 independent radio channels would be needed.  Even then, there would have to be much more of a plan to cause the 25 channels to act as one system rather than 25 autonomous systems.  In some judgments, approaching a reuse value of 25 might be considered good enough, however much smaller values are possible when and if this optimization criteria is given large weight.
For these and other reasons, the CCA based MAC in 802.11 cannot efficiently use spectrum or meet needs much beyond those of ad hoc groups.

The frequency reuse problem is to minimize the distance between two clusters of users on a common radio frequency with small loss of capacity in each group relative to the capacity each could carry if there were not interference.  The distance measure is not distance, but the number of independent channels necessary.  The possible numbers are the values for n² where n is the both the reuse factor and the number of channels required.

This value is a function of the required SNR for correct operation, and of the excess propagation loss for the distant interfering stations relative to the desired.  Antenna pattern shaping can do a great deal to reduce interference levels.  It is vital to get the reuse factor (n) value as low as possible.  This is the most critical factor in spectrum efficiency.  This is the reason why modulations that are  less sensitive to like signal interference give higher spectrum efficiency than those modulations with high bits/Hz that also require more SNR.
Asymmetric Antenna Properties Aid Frequency Reuse

Access points are likely to be installed 8’ or more above the floor.  Personal radio on the hip or on the PC are more likely to be 2.5’ above the floor.  Because radio obstacles that are more than 2.5’ and less than 6.5’ above the floor are commonplace, there is rarely a clear optical path between two hip or table height radios.
In a frequency reuse scheme, the controlling interference is between two different access points at a user radio, or between two user stations at an access point  The case of one user radio being heard directly by another will be rare since a user station will rarely be transmitting while another is actively receiving.

The station is normally communicating through the access point from which he hears the stronger signal.  Interference between access points will infrequently prevent communication, especially if the pattern discrimination is enhanced by channel coding.  On the negative side, access points are transmitting a much larger proportion of the time and so are ever-present.

The access point is normally receiving from stations within its normal coverage.  The shaping of the access point antenna puts the main lobe of the response at the diagonal of the square.  About  6-12 dB less gain is available along the sides (walls) of the square making the sides opposite of the square a rough approximation of an equal response contour.  This is important because an interfering station in an adjacent coverage must go down the side to the edge of the pattern to get closer to the access point than the worst case user station.   That distance advantage won’t actually happen because of the access point antenna pattern discrimination.

Interference between stations at an access point is, in addition, statistically low probability because it require two station that are basically low duty cycle to be transmitting at the same time in an improbable relationship between locations.  In lightly loaded systems this type of interference could be rare.  Considering both relative amplitude and time-location coincidence, the probability of two stations interfering at an access point receiver is very low.
Derivation of Channels by Code Division
In this context, the motivation for deriving channels by code division is to reduce the signal-to-interference ratio required to near zero at which a desired signal may be selected from an undesired.  The attainable advantage is proportional to the length of the symbol (e.g., a 15-chip symbol can provide a power advantage of 15X or 11 dB (processing gain), but this is only if the opponent is white noise or signals that look that way.  The 11 dB can be applied as a reduction in the required signal-to-interference ratio for the type of modulation used.  Almost always a station is attempting to communicate with some level advantage over the interference.

The technique of coding a channel has been highly developed.  The second place proposal in 802.11b is splendid example of the channel coding art using code space both for overlap discrimination and to increase bits/symbol transported.  Some of the codes require timing accuracy and coordination because the orthogonality between possible code values occurs only at a specific instant.  With generally orthogonal “Gold” codes, a 15-chip symbol will yield 10 balanced and medium quality codes.

No attempt will be made to propose a code here, but is necessary to realize that the apparent loss of data transfer rate from coding is made up by the benefit of avoiding frequency division for coverage isolation.
One aspect of channel coding is that the small proportion of possible symbols that are valid makes possible detection of invalid symbol formats as a means of sensing mutilated messages as they are received.  Invalid data indication is very useful to the MAC.
Assertions and Conclusions 
The following points relate to the practice of frequency reuse:

· Channel use is limited by sufficient signal-to-interference ratio and not by the absence of any other signal.

· Use of robust binary modulation minimizes the susceptibility to like-signal interference, and results in more intensive frequency reuse and in higher megabits/hectare/MHz of spectrum.  The use of higher order modulations loses capacity for continuous coverage systems.
· With the square grid model and quadrantal sector access points, interference between coverage’s is minimized before taking into account the statistical improbability of stations positioned at interference prone locations.
· It is desirable to embed in the channel coding a continuing means of estimating data validity rather waiting for evaluation of the CRC at the end of the message.
The following points relate not to frequency reuse itself, but to the MAC provisions that are needed for support:
· The MAC protocol must include provisions for command channel assignment for up to 16 possibilities at user station radios.

· The MAC protocol will be blind to the means of defining the 16 channels.

· The MAC protocol must be aware of ineffective or unreliable transmission to/from a station due to co-channel interference, and the hub controller must have a recovery strategy from such incidents.  A signal valid/invalid indicator must be received from the PHY.
Synthesis of a MAC

The start is a trial definition of the wearable radio and the underlying strategies of frequency reuse and topology as discussed above.  The system concepts and the MAC must work together.  The essence of efficiency is organization and cooperation, and the MAC is the through-the-air control scheme that that implements much of the algorithm based management.
The Partitioning of Channel Time

A single channel is used alternately for downlink and then uplink as shown in Figure 4 at the end of the paper.  The division of a frame into subframes, fields and blocks can be expressed in outline form.  There will be no attempt to define the content of these fields, but the purpose and functions involved will described to a degree.  The following is a possible basic frame arrangement containing a number choices:




The 6 millisecond Frame

0-2974 µseconds
Downlink subframe





Preamble and start delimiter





Broadcast header subframe





Traffic subframe

2975-2999  

Delay allowed for down propagation delay

3000-5974 

Multiple uplink frames from stations

5975-5999 

Delay allowed for up propagation delay

Frame Period

The frame period of 6 milliseconds is shown as a recommendation to provide a 64 kbps transfer rate from 48 octets per frame.  This is a possible link to ATM compatibility.  It should be noted that 53 octets or more can be transmitted in one frame—it just takes a little longer. 

An 8 milliseconds period could transfer a 64 Kbps connection in 64 octet bursts.  The frame period should not be made to short, because there is considerable per-frame overhead to be diluted down.  If it is too long, then latency concerns arise.  Also, there is an access delay and increased probability of contention consideration with longer frame periods.

The frame period is an independent choice from transfer rate in the medium.

Basic Frame Structure

The time dimension in microseconds is viewed from the control point.  The remote stations keep time also, but relative to the downlink start delimiter when received.

The isochronous frame period is required to relate to the public network and the “synchronous digital hierarchy” (SDH).  This relationship is required for connection type services extended through the public network.  The capability is not affected by the gross or net medium transfer rate.  

The preamble starts the transmission of the downlink subframe.  The format is optimized first to give receiver AGC time to work. Next, transmitted is the waveform pattern to enable bit clock recovery in a small number of bits.  Last is the start delimiter which could be a multiple Barker pattern.  It is important that all of this not take too long and that the receive end circuitry be simple.  It is intended that the preamble be the same for up and down transmissions, but this is not a requirement.  Brevity is much more important on the uplink than on the downlink.

The broadcast header is intended for all remote stations to monitor.  If nothing is heard that affects the monitoring station, that station can then power down until the start of the next frame.  This is a significant power saving since this header is unlikely to use as much as 5% of the frame period.  This frame transmits:


System identification


Chronometer and frame count readings


Header field dimension


Detail frame dimensioning parameters  


Messages (short 12-16 octet) addressed to specific user stations

The first part of the header must include the header length and the boundary dimension where the short messages start.  The size and format of this header is adaptive to the amount of information to be sent.

The traffic subframe can be slotted to reduce the length of the specifying address field, or it can be used arbitrarily, or both.  Isochronous information with previously reserved capacity is transmitted first, and then packet information in order of arrival by the packet. 

The uplink propagation delay guard time is the total propagation delay between hub controller and the user station including the segment that moves at light-speed.  There may be additional delay from copper cables, baseband and rf repeaters, and coding arrangements.  The times shown are from the perspective of the hub controller port to the access point. 

The per-station uplink subframes each contain a preamble, a short message field and a group
of traffic transfer slots.  The start time and duration of each frame is specified in addressed message part of the downlink broadcast header.  When a station is allotted up link space, it may shut down until  just before it needs to transmit.  This too saves power.

There is a guard time in between station up link subframes to account for the maximum difference in path length between station and access point.

The downlink propagation delay guard time is the total propagation delay between the user station and hub controller including the segment that moves at light-speed.  There may be additional delay from copper cables, baseband and rf repeaters, and coding arrangements.  From the viewpoint of the hub controller, there is only one guard time which is the sum of the two defined guard times and the station access point guard time.

Segmentation of Data Traffic

Possibly, it is inefficient to invest too much channel time in a transfer without being sure that it is received correctly.  For this reason packets should be segmented (not fragmented) into blocks of 256-512 octets.  At this size, the per segment overhead is sufficiently diluted down that there is not much saving in longer segments.  No segmentation is the same as accepting the 802.3 limit of 1500 bytes.  Another reason for having a segmentation mechanism is to provide a means of filling each frame with payload when a particular packet must be divided and sent in two consecutive frames.  It may be possible to get the same benefit from the dividing the traffic space into blocks (12 or 16) octets.  By breaking packets at block boundaries, it will be possible to get good “fill” with no finer step.  The blocks may also conform to BCH error correction coding.
Configuration and Adaptation

The frame period should be configurable and constant for one system.  It should rarely need changing after a system in installed.

It is desirable to provide for dynamic adaptation to traffic requirements.  Each frame can be configured differently using the broadcast field to inform stations of dimensioning of the current frame including and beyond the header.  The relative time put into reserved capacity and order-of-arrival packet service should be adaptive within configurable limits.

The relative time put into up and down link can be adaptive but the limits must be applied uniformly throughout the network.  It is important that all transmitters in the network start transmitting at the same time, and never be transmitting when any receiver is in use.  This is a condition for controlling internally generated interference.

Securing configuration entry against malicious entry must be a design requirement.  Anyone acting on this information as an Administrator should be at an expected physical access before changes are enabled.  It is possible that configuration commands might be encrypted (lightly) to make more difficult malicious disturbances to the system.

Assertions and Conclusions

· The basic frame partitioning is one transmission down, multiple transmissions up and guard times to account for propagation delay.  
· The down frame is partitioned into acquisition preamble, broadcast header and traffic transfer subframes.

· The uplink space is divided into receive contention request period shared by all users and then allotted receive frame time for multiple users starting with those moving isochronous traffic followed by those moving packets.
· Each up frame is partitioned into an acquisition preamble, one or more short messages and then traffic transfer subframe(s).
· The traffic subframe may be divided into blocks (12 or 16 octets) which can facilitate block coding and reduce the short message address space to designate block start position.
User Station Message Vocabulary

There is an addressed message section within the downlink header used to send configuration, allotment and acknowledgment messages to the stations.  The station uplink subframe also has short message space, but always addressed to the hub channel manager.  The content of these is mainly service requests and acknowledgments.  There are also messages for polling, association and sleep mode control.

If artfully designed, the message set will be simple and functionally independent of the scale of the system. In addition to the broadcast frame configuration information, the message types would include the following:

Receive 


Grant with allotment, location and size of traffic frame space to send up traffic


Alert with allotment, location, size and type of traffic frame space to receive traffic


Acknowledgment of segment N... or NACK of same

Poll request to respond and sleep mode parameter, assignment of changed channel code, changed transmitter power, changed TDM sequence number (short message and association response)

Transmit

Association request

Service request

Ack traffic segment N...

Poll response

End association notice

The messages supported by the hub controller is the complementary set.  
In simple systems, many of the fields might be nulls for an unneeded function.  There could be extensions to mark encrypted transmissions or to enable encrypted transfer of service requests.

The Functions of Central Control
In the radio system there are operating facts associated with every equipment, user and radio path. The necessary facts for an access may be at the opposite end of a radio path or another radio path where the access is desired.  It is much more efficient to gather necessary facts in one place close to where the decisions must be made.  It avoids delay if the knowable facts have been gathered in advance rather than when a packet is to be passed.

It is impossible to reserve future capacity unless there is an entity which knows what resources are available, keeps track of the resources that have already been committed, and that has the capability of refusing requests when the resource has become fully committed.

In order to approach full use of channel time, it is necessary to queue service requests and to receive service requests when the traffic capacity is fully committed.  This is a central management function which must be near with the external network traffic sources (interfaces), and not distributed to the stations or outlying access points.

If a packet is addressed to a user station, that address should reach the hub controller which can then determine which of many access points is appropriate for the relay of that packet.   The user and those that may address it from inside or out should require no knowledge of the internal workings of the radio network.  It would be quite unsatisfactory to need a different internet address depending upon the access point used.  A properly designed hub controller can make the radio network routing through access points invisible to internal and external users.  For these and many other reasons, a central (hub) controller is essential to managed access to the radio channel.  
The Data Base Functions

To make decisions various types of facts are required including those listed below:


System configuration and settings


System usage log including abnormalities reports

System configuration change log
User profiles listing services eligible
User status including association, current access point, usable alternatives and pending
   traffic transfers
User usage log including profile changes and abnormalities reported

Channel profiles including coverage’s which are contiguous and may be an alternate path
Channel status including backlog
Interface profiles indicating capabilities and limitations

Interface status including current and pending traffic and queued requests

Interface log including changes in configuration

Traffic log recording offered, carried, delayed, lost, refused by the hour

Hardware, equipment log

This data base must be maintained in real-time.  It uses information from a number of sources which can include polling of stations and data reports from access points.  The data base contains a number of facts that must be available to process an association, service request or a facilities change.  A large part of this data base must be very quickly accessible with a substantial frequency of queries.
This data base should be secure against malicious entry attempts.  Most entries must come from the right source and through other filters before acceptance.
Association and Disassociation
System management gives each added user a set of service and usage rights.  This action enables the particular user to associate with the radio system.  This association is maintained as long as the user radio responds to periodic polling.  The norm is that association is allowed via any access point in the system, but it is possible to enable for a selected subset of access points.  When the station is polled, the infrastructure determines which is the best access point for him to be associated with (not necessarily on the basis of signal strength).    Disassociation by message is preferred, but messages of this type are lost too often to rely on them.
Service Request Processing
Stations request a communication service specifying a type and size.  The possible outcomes are:

1. The request is granted along with an allotment of space in which to transfer
2. The request is held and queued for service in the order of arrival

3. The request is rejected

The processing of a request and the grant/space-allotment is handled by a processor for this purpose in the hub controller.
In order to manage a queue of service requests, it is necessary for a station to be able to request a service independently of usage level in the traffic space.  This is an imperative function.  Absence of this function would substantially reduce the maximum traffic carryable.  
If the station is already sending subframes, a new request may be entered in space allotted for the purpose in the up link frame.  If that station is not already active sending up frames, it may contend with an access request in space set aside for that purpose.  The backup for failure to enter a service request in contention space, is the poll in which there is no contention.
Except in a small contention space, a station cannot transmit, without an enabling message from the hub controller transmitted in the addressed message space of the downlink frame header.  Data message transfers up from the station are ACKed in a different part of the same space.
For downlink transfers, the function is completely managed within the hub controller.  At one place the message parameters and resource status are known so allotment can take place without a preliminary handshake with the station. 
The Background Poll
The background “smart poll” addresses active stations much more frequently than inactive stations.  Under high traffic conditions, the frequent polls are important to minimizing average access delay.
One of the most common logical failures comes from depending on a station to inform the manager that it is shutting down.  For a variety reasons, this event frequently fails.  The poll detects that a station is still there and able, that it is associated with the right access point, that its parameter settings are current.  If the station fails to respond to a few consecutive polls, it is then disassociated (out-of-service).
The poll is also the communication channel for changing station parameter settings including:  logical operating channel, transmitter power level, sleep mode interval and guard times.
Management
Management includes the collection of faults detected and any detectable electronic malfunction.  Enough information must be remotely collectable to identify a faulty module anywhere in the system.  Management includes the qualifying of accepted system users and the services to which they are entitled or are under quantitative limits.  Once a user is enabled, then association happens (or should) automatically when his radio comes ON within a system coverage.
There are a number of parametric system setting that relate to traffic mix and asymmetry of access point usage.   It is first necessary to embed data collection subsystems that collect the facts necessary for decisions based on traffic measurement, then there must be means to alter system settings.  Then there must be adjustable settings that only an administrator can modify.
The administrator should set the maximum and minimum amounts of space reserved for future frames, the relative proportion of channel time used for up and down transmission, the degree of retry allowed on failed data transfers, the system frame period, the delay based guard times, and the size of segments when segmentation is allowed.

Automatic algorithms should set the partition of traffic space to fit demand,  the amount of space available for service requests if offset from the default, the detail of the sequence of use of the uplink space and many other detail dimensions.
Assertions and Conclusions 

· An asymmetric access protocol is needed to keep the station simple

· To support numbers of short reach access points with organized channel use, a single central (hub) controller is essential

· The proximity of the access point channel controllers,  the data base, the external network ports and the common control for the system enables much more rapid handling of packets and set-up of connections throughout the network

· A real-time data base at the central control location is indispensable, and must be maintained with very small delay in posting

· The real-time data base enables determining necessary facts before a service request is entered that needs to use them 

· A request-grant protocol assures that transmitter ON is a controlled and organized event

· The service request gives the channel manager the opportunity to consider the type and size of the service requested in evaluating use of available resources

· The service request gives the channel manager the ability to queue or reject request beyond the capacity of the system 

· Positive acknowledgement is a necessary part of the packet transfer mode, and is essential if there is to be a MAC layer resend function

· Background polling is an essential function to distribute adaptive parameters to the stations, to maintain knowledge of correct access point assignments, to detect disappeared or moved stations and to back up failure of contention access

· A smart polling algorithm distinguishing active from low activity or sleeping stations can greatly reduce the already small fraction of air time used for the poll

Applying an 802.9 Type Protocol Stack
The 802.9 committee developed a standard for integration of voice and data services for a twisted-pair, point-to-point medium.  Notwithstanding, the obvious dissimilarities, there is a great deal to be learned from examining this example.
[The following text is an edit of text first used in July 1997 for a tutorial
 on wireless Integrated Service Wireless LAN then sponsored by 802.9.]
The Existing 802.9 Protocol Stack

Shown in Figure 2 below is a fair copy of the protocol stack diagram for 802.9.  The physical medium and the associated PHY layer protocol are all that is common between connection-type and packet services.  The packet MAC is particular to this situation.  The isochronous service see B and D channels just as they would for any other point-to-point isochronous transport.
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Figure 2   IEEE 802.9 Protocol Stack with Phy Multiplexing of Integrated Services

The portion of this stack covered by IEEE 802.9 is shown within the dotted line.  A new stack for use with the radio system is shown following in which the common elements are extended to included the medium access control above which the convergence between cells [segments] and packets/connections are independently provided.
The Integrated Services Protocol Stack for the Radio PHY

The new station protocol stack is shown in Figure 3 below.  This modification [originally addressing ATM cell transport] is capable of supporting IS WLAN with point-to-multipoint protocols and use of a single MAC for segments carrying both packets and connections.  Where the adaptation layers are labeled “W-ATM” can carry segments of whatever size found appropriate.
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Figure 3   Protocol Stack for New ISLAN with MAC Level Multiplexing

This stack is not proposed for adoption.  Rather, it is a starting example of a possible W-PAN station stack.
Choices, Questions and Options
There are a number of choices that are inherent in the design of a MAC.  Most of these involve assumptions about the traffic and user needs.  Some involve presumption of implementation means.  Of course, it is necessary to understand the detail properties of a radio communication channel, particularly including the susceptibility to a variety interference’s and distortions.  Some of these considerations are now taken up.

There are at least two kinds of stations.  There is one that is single purpose, perhaps it only transmits data from a device or terminal to the infrastructure.  The other extreme is a terminal that deals in all forms of digital communication, and possibly more than one at a time.  The position of this paper is that the most complex must be defined within the standard, and that simpler types be defined by subsetting.  This may or may not be possible, but it must be attempted.
Does a station do only one kind of transfer at a time?
It is a goal to get as much into each station uplink transmission as possible.  This can mean a current packet, a wideband connection and a narrow band connection.  This consolidation of traffic is desirable because the per transmission overhead is considerable for station uplink transmissions.  This overhead becomes more diluted with longer transmissions.  Any transfer that includes multiple types gets the priority for the highest level of traffic included.  This could lead to distortion of the traffic shaping in favor of connection-type traffic.

Alternate 1):
Wideband connection-type traffic is required to use separate and independent setup and time allocation.  All other types of traffic can be included in a single transfer.  This allows multiple narrowband connections (could be limited to one) and multiple packets.

Alternate 2):
Each type of traffic is required to use separate and independent setup and time allocation.  This still allows multiples of each kind of traffic in one frame, though either number or total size could also be limited.  This is the simplest protocol to implement, but after it is designed the difference between types in size of code or hardware would not be noticed.
For single traffic class systems, this choice is moot.
With high service demand, Is the entire capacity given to one user at a time?
With packet traffic it is probably best to serve one user at a time, up to a complete packet.  There is then a choice.  The same user probably wants to transfer another packet, and most of the time there will be no other user also active.  When there is more than one packet awaiting transfer,  The obvious fairness algorithm is to serve all other waiting users for one packet before taking a second packet form the first user.  This is easier to describe than to do.

The better way to put the question of handling high demand for packet capacity is:  Shall available capacity be assigned one user-at-a-time of divided between all users with pending traffic?
How can this MAC be made to perform the function of a spontaneous, autonomous peer-to-peer group?
There are the following  approaches:
1) Defining a minimal channel manager and repeater

A scenario for 1) might be a small meeting room.  The chairman brings a repeater mounted on a stand so it 7’ above the floor.  The associated controller handles service requests and allots frame space.  An enhancement to this controller would be an external port for the Chairman’s computer and possibly an outside internet access port.

The main difference in the control logic would be the absence of functions dealing with coordination between coverage’s and the collection of management information.  Association would also be manual.  This approach would leave stations unchanged, but would be able to perform the setup functions.
This repeater controller might have a cost about 3X the station cost without support for connection-type services, and somewhat more with it.
2) Adding an autonomous mode to the station MAC

The same scenario is used for 2) except that there is no repeater controller.  The stations will talk to each other directly.  In the station, this mode requires additions to the vocabulary for transmitted messages and responses to received messages.  There is no support for connection-type services.  This mode is only enabled in the absence of infrastructure.
There is no doubt that the radios could talk to each other.  Whether the multipath time dispersion is a tolerable degradation is best found by experiment.  This problem could be abated by using a store and forward repeater with the stand-mounted repeater from 1) above.
3) Adding an LBT MAC which is only enabled when no infrastructure is present
This MAC would apply to the same scenario.  The function would be separately defined though portions of main MAC might be shared.  A simple LBT MAC was what 802.11 had in mind for the first couple of years.  Its complication arose from add on extensions intended to make it suitable for a wider range of applications including large scale.

Closing Comment

This paper has brought up many considerations which are not strictly part of the MAC.  A considerable amount of text has been about how the system works, particularly taking into account the limitations of the physical medium and the methods of maximizing its capability.  This is done because it is not possible to tell entirely what is MAC, what is PHY and what is neither but yet essential.

It is commonly believed that there is something out there already—even for wireless PAN.  “Do not reinvent the wheel.”  There are all kinds of wheels in endless variety out there.  That just proves that wheels are designed in response to many different needs, and the needs do not always allow avoidance of design or invention.
If PAN is going to meet a specific need, it is inevitable that the MAC will be specific to that need.

When existing designs are considered, to actually use them they must be fully understood and then amenable to adjustment or change.  The flexibility element is not normally possible for things already frozen in ASIC or in published software or standards.

As can be seen from this paper, there are many interlocking considerations that go into the formation of a MAC—even more than so far shown.  There are many choices which are value judgements or even opinions.  These are affected by the experience of the observer.  There are many matters of efficiency, not only of spectrum, but also of time, power, size and cost.  More judgement is needed.
The importance of time-utilization improvements on increasing spectrum utilization has frequently been overlooked.  To this end, it is very valuable to keep some elements of LAN and internet (broadcast queries) out of the radio system.

The present concept is that the external internet protocols will terminate at the hub controller.  The payload element will be transported through the radios system, and either a LAN or an internet packet will be regenerated at the user station.
Breadth of applicability is a critical requirement.  A number of special requirements that seem quite different must fall within the range.  The small system with only a few stations must be economically served just as much as the large factory floor.  It is now strongly believed that this can be done with a single user station design, and only the infrastructure is different. 
The use of the radio system as a pure digital transport with native mode, fast set-up connections must not be precluded. 
My hope is that a way can be found to avoid designing the Camel and achieve a Quarter Horse.
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Figure 4   Isochronous Period Asynchronous Content Frame Structure
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� The wearable directive antenna is assumed to be 120°in azimuth by 60° in elevation.  This pattern would be


   produced  by two vertically stacked half-wave patch antennas separated by a full wave.  The antenna would be


   near 1.5 x 3.5 x 0.16” thick” .  This antenna would be part of the radio case facing outward with the long


  dimension up.


� The test room was a silicon valley employee’s cafeteria with a major dimension of slightly more than 100’.


   There were numerous radio reflectors in the room in the form of vending machines and a long window with


   aluminum slat venetian blinds.  The access point antenna was an 8-patch sectoral at one end of the room.  The�   test station was on a rolling cart slightly above table height. 
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