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Overview

This document defines the Architecture of the Intermec Technologies proposal for 802.15.3 High Data Rate short range radio intended for use in both Personal Area Networks (PAN) and Infrastructured Networks.  Personal Area Networks consist only of low power devices using distributed power management.  Infrastructured Networks depend on an access point to distribute messages to and from a host network as well as within the Infrastructure Network (i.e., from one station in the network to another). 

General Requirements

This section defines some general requirements that must be met by the Architecture.

· Fulfill the requirements of the 802.15.3 working group for the MAC

Unless noted otherwise, all bytes are sent least significant bit first and all multi-byte fields are sent most significant byte first, that is high endian ordering.

Architecture

The architecture provides interfaces to 802.2 and the selected PHY as well as to the management stack.

Protocol

Common Protocol Elements

The following elements of the radio protocol are common to Personal Area Networks (PAN) and to Infrastructured Networks.

General Frame Format

Field
Size
Description

DA
16 bits
Destination address 

SA
16 bits
Source Address 

Network Id
16 bits
Network Id from join response.  All "ones" is broadcast ID.

Sequence
16 bits
Fragment number and sequence number

Reservation
8 bits
Reservation indication.   The low 7 bits indicate the duration in (byte times+7)/8 that the current frame sequence requires to complete.  It includes preamble times, frame times and Rx/Tx switching times.  The high bit is used to indicate the presence of a pad byte before the FCS in the frame.

Ctl
8 bits
Control field.  Frame type 

Info
0 to 2048 bytes
Information, if any

FCS
32 bits
FCS protecting DA through Info inclusive

Ctl Field

The low 4 bits constitute the frame type that is defined below.  The high 4 bits have the following usage:

Bit
Name
Usage

7
Retry
This frame is a retry.  A previous attempt to transmit this frame did not receive an ACK.  The sequence field has the same sequence number as the previous attempt.

6
More Fragment
This frame is a fragment.  The Sequence field contains the fragment number

5
Pad
This frame contains pad bytes. This information is used for encrypted frames

4
Time Bounded
This frame is to be sent with limited retries.  This is used for timebounded data frames.

Frame Types

Type
Value(hex)
Usage

Data
0
Data frame.

ACK
1
Acknowledge unicast frames of all types except RTS.

RTS
2
Request To Send.

CTS
3
Clear to Send.

Beacon
4
Network Synchronization Message

Initiate
5
Initiate new PAN

Bind Request
6
Sending device indicates desire to join a network

Bind Response
7
Response from network initiator to device that has sent a Bind Request.

Identify
8
Message sent by network coordinator to determine if destination device is still in sync.

Test
9
Test message.

Network Management
F
Special network management functions

Address Fields

The DA and SA fields are each 16 bits. Each station randomly generates station Addresses.  Any randomization algorithm may be used, but it should be sure to generate different values on subsequent generation attempts.  All "ones" is a broadcast address and should not be generated for use as the station address.  All "zeros" is the address of the network initiator.

Network Id Field

The Network Id field is passed to the radio from the network initiator.  All "ones" is a broadcast id and is not a valid id for a network but can be used to in Test frames for basic functionality testing.  It also can be used in a Join Network request to allow the host to join any network.

Sequence Field

This field is composed of two sub-fields.  The high 4 bits are the fragment number (when the fragment bit is on in the Ctl field) and the low 12 bits are the sequence number of the frame.  This number is changed on every frame sent, unless the frame is a retry (the retry bit is set in the Ctl field).  For ACK frames, it is copied from the frame to be acknowledged.  In all other frames, the number is incremented for each new frame sent.  The fragment number is incremented for each fragment and the Ctl field last fragment bit is set for the final fragment.

Frame Check Sequence (FCS)

The FCS algorithm is CCITT CRC-32.

Control Channels

Certain channels are set aside to be used specifically for synchronization and re-synchronization. The hop sequences shall visit these channels more frequently.  Several channels are used to prevent a single point of failure based on interference on a single channel.

Medium Access Rules

The access rule is CSMA/CA, that is carrier sense, multiple access with collision avoidance.  All unicast frames (except ACKs) require an ACK from the receiver to be transmitted to the sender of the unicast frame.

CSMA/CA

The basic medium access mechanism is carrier sense multiple access with collision avoidance (CSMA/CA).  CSMA alone would allow access to the medium as soon as it is sensed to be idle.  If multiple devices simultaneously sensed idle and transmitted, there is a “collision” which cannot be detected.  To detect these collisions an ACK is expected on all unicast frames.  This does not “avoid” collisions in the first place.  To avoid collisions, devices shall first sense the medium for a random length of time, and only if the medium is idle after that random time shall the device send.  Beacon frames sent by the network coordinator shall use a random time in the range of 0 to backoff_table[0]/2. All other frames use a range of 0 to backoff_table[0].  This allows beacons a higher priority. Occasionally a collision will still occur. The absence of an ACK will indicate this.  It will also sometimes cause delay on sending the frame when there would have been no contention anyway.  In any case it will prevent most collisions.  Any collision results in a great delay of wasted bandwidth.

Hidden Stations

Since it is possible (especially in Infrastructured networks) to have hidden stations, a station may receive  frames sent only by the recipient of a frame sequence (i.e. CTS and ACK frames) and it may not detect the carrier on the RTS and DATA frames. Frames therefore contain reservation information that indicate to all receiving stations the necessary time duration required for a frame sequence.  This allows hidden stations to recognize that the medium is actually busy.  Thus such stations will not inadvertently sense the carrier as idle and transmit a frame that interferes with a hidden station’s frame.  Stations are thus required to process reservation information in all frames having the correct Network Id.

A station that has just awakened from power down mode (i.e., the radio receiver has been off),  does not have such an assessment of the medium.  If such a device desires to send, and if the network is so configured (indicated by a field in Beacon frames),  such devices shall set their medium reservation information to protect against the longest possible frame.  A valid frame received by such a station will set the reservation time to a known value,  potentially shortening this duration.

Backoff Procedure

Except when transmitting an ACK or CTS, the following backoff procedure is performed.

A backoff value is randomly chosen in the range of 0 to backoff_table[retry].  The retry shall initially be zero for a frame.  The table, backoff_table, is composed of the following values at 10 Mbps:{6, 12, 25, 51} in compatibility mode. Each entry is in system ticks, where each tick is approximately 30.5 microseconds.  The backoff timer runs regardless of the state of the medium. Whenever a frame is received,  the backoff timer is stopped for the time specified by the reservation field in the frame(based on transmit data rate). The value in the frame is designed to protect that frame and any subsequent frame in the sequence. This results in fairer access to the medium because other stations that attempt to transmit later will not have better access probability due to a station’s  backoff count expiring during a frame reception and that station picking ever larger times to backoff. Once the backoff timer goes to zero,  the device shall sense the medium and if it is idle will transmit its frame.

When the medium is sensed busy immediately after backoff or when frames are unsuccessfully sent,  that is a CTS is not received for an RTS or an ACK is not received for a unicast frame, the retry value is incremented and if the maximum number of retries has not been exceeded,  the backoff procedure is again executed.  The station must only transmit 4 successive times on a channel before awaiting another channel (that is why the table only has four entries).  If retries must occur on a subsequent channel,  the algorithm is reset.  Note that if an ACK was sent but not successfully received,  a duplicate frame will be sent,  with the retry bit set in the control field and the sequence number the same.  This will allow duplicate frames to be ignored by the receiver.  Though they may be ignored,  the ACK must still be sent.

Once the frame has been successfully sent, the backoff procedure is again initiated with a value randomly chosen in the range of 0 to backoff_table[retry].  The value of retry is then set to 0.  This will prevent the  station from having a higher access probability than other “backed off” stations.

Fragmentation

Because the radio is an inherently poor medium,  sending very long frames of data is inappropriate.  Thus fragmentation may be required.  Host data messages larger than the maximum radio frame size shall be split into the appropriate number of fragments (from 1 to 15) and then each fragment shall be sent with a separate medium access.  A receiver will receive each fragment and assemble them into a single Host data message.  The receiver may not have available buffers for fragments and can thus use the CTS frame status field to inform the RTS sender to re-transmit from the first fragment.  The receiver of successive fragments shall remain awake to receive all the fragments.  Thus the transmitter of the fragments need not indicate them in the RTS window.

Only unicast data frames can be fragmented.

Encryption

The radio can provide data security when encryption is enabled.  The encryption algorithm used is the one defined for Bluetooth with 128 bits.  When encryption is enabled,  data,  device management, network management frames, and  the Bind and Bind response frames (these later are used to provide some amount of authentication).

Key Management

The Key is 128 bits and may be written in a station directly via access to the eeprom (i.e. by using diagnostic interfaces).  It also can be accessed both locally and remotely by using the device management commands (see host interface description).  Any attempt to modify a remote device's key requires that the KEY AUTHENTICATION PARM be used.  This parm requires the current key be sent as its data. With encryption enabled,  this parm will verify that the device attempting to change the key does in fact know the current key.  The KEY PARM then holds the new key.  This key shall take effect upon reboot.  For the local device,  the KEY AUTHENTICATION PARM is not needed.  Thus the local host can change the key even if the current key is lost.

Authentication

Authentication uses the Bluetooth method via the Bind and Bind response frames.

Strict Frame Order

For normal operation,  no effort is made to deliver frames in the order that they were received by the host interface.  In this case,  if frame order is important the connected hosts must provide a protocol to support re-ordering.  (The simplest way for this to occur,  is to make sure the sending host uses a smart interface and awaits confirmation of frame delivery before sending subsequent frames to the same destination). Frames can get out of order when after several attempts (retries) to deliver a frame,  no response from the destination is received (an ACK frame).  The radio then puts the frame back into a station queue and shall attempt to resend it on a different frequency (thus at a later time).  If a subsequent frame to that same destination is already in the queue,  then the frames may be delivered out of order.

Strict ordering can be assured by setting the Strict Order Parameter in the eeprom of the radio.  This will guarantee that all non-timebounded data frames, device management frames and network management frames shall be delivered in the order that they arrive on the host interface.  Even frames to different destination stations shall be delivered in order.  It includes unicast and broadcast frames.  This can be very useful for devices that have dumb interfaces,  since the hosts are unaware of any ordering issues.

Note the timebounded exception.  These frames are never requeued, even without strict ordering as it is assumed that they have a very limited delivery window.

Time Bounded Messages

In order to provide a minimum service for data whose delivery is time restricted,  the radio provides a time-bounded service.  This is enabled by setting the Timebounded bit in the host packed for data frames to the radio from the host.  This has the following results:

1. The frame is sent immediately on the radio,  that is the destination device is always assumed to be awake and strict ordering is not adhered to.

2. The frame will be retried only once during radio transmission.

3. The destination station set the Timebounded bit in its frame to its LLC and the destination host does not send an ack for the frame.

All of these result in a more streamlined delivery of data,  in a time-restricted fashion.

Radio Frame Formats

Data Frame

This frame is used to exchange host data between radios.  Its format is as follows:

Field
Length (octets)
Usage

Awake Window
2
The time in 0.1 seconds that the transmitter shall remain awake after completion of frame exchange(unicast data exchanges require an ACK,  broadcast do not)

Data
0-2048
Data to send  (subject to fragmentation)

ACK Frame

This frame is used to confirm error free reception of Data, Bind Request, Bind Response and Device Management frames. It has no data field.

Request for CTS (RTS) Frame

This frame is used to indicate one of the following:

1. The sender has a message for another station and is requesting permission to send that message.

2. The sender has a message for every station (broadcast DA).

This frame is usually sent in the RTS window (because the destination station is usually asleep in most cases).  If the destination has indicated in a previous data frame that it shall remain awake,  and a subsequent frame is ready to be sent to that station,  the RTS may be sent outside of the RTS window.

If sent in the RTS window,  the duration field should only protect the CTS.  If sent outside the RTS window,  the duration should protect

CTS Frame

This frame is sent in response to a unicast RTS.  It indicates that the sender allows the receiver to send a subsequent message.  Its format is as follows:

Field
Length (octets)
Usage

Status
1
Status in response to RTS.  It is one of the following:

0   RTS transmitter may send message.

1   RTS transmitter can not send message.

2   RTS fragment/sequence error.  Sender should re-send from first fragment.

Beacon Frame

This frame is used by the network coordinator to keep stations in synchronization.  Beacon frames are always broadcast on the network. The Beacon format is as follows:

Field
Length (octets)
Usage

Network Time Stamp
2
This is the timestamp of the beacon and is used to synchronize receiver’s clocks.  It is in network ticks(approximately 30.5 microseconds).

Next Beacon Time and Type field
1
The high four bits are used as follows:

Bit(s)  Usage

 7        Infrastructured Network

 6        Use hidden station wakeup rules

4-5      Beacon Type.  Values are as follows:

    0   Normal beacon from network coordinator.

    1   Reset Beacon from network coordinator. Reset synchronization.

    2   Backup beacon.  

A backup beacon is generated by a station other than the network coordinator because no beacons from the coordinator have recently occurred.

The low four bits is the number of hops before the next beacon.

Beacon Interval
1
Beacon interval. Time is in units of hop dwells.

Beacon Count
2
Count of beacons, modulo 65536.  This can aid in synchronizing clocks that are fairly imprecise.

RTS Window
2
RTS Window time in network ticks. 

Device Resync Time
2
Number of beacons that can be missed before entering Resync mode. From Start Network Command.

Dwell Time
2
Time in each dwell in network ticks.

Hop Sequence
1
Hop sequence being used by radio. (table in use)

Hop 
1
Current hop. (entry in table)

Channel
1
Actual channel that beacon is transmitted on. Used because of possibility of hearing adjacent channel.

Initiate Frame

This frame is used to establish a personal network (PAN).  Devices receiving this will determine if the network parameters are acceptable and request to join by sending a Bind Request Frame.  This frame is always broadcast. Its format is as follows:

Field
Length (octets)
Usage

Type
1
The type of network.  Valid types are as follows:

0   PAN

1   Infrastructure Network

Bind Request Frame

This frame is generated by a station when it receives an Initiate frame from a PAN that it wishes to join or when it receives a beacon frame from an infrastructured network that it wishes to join.  It is broadcast in response to an Initiate frame (to the network id indicated by that frame). It may be sent as a unicast frame to keep network connectivity. Its format is as follows:

Field
Length (octets)
Usage

Address
2
The address of sending device.

Type
2
The type field from the radio eeprom.

StationID
6
IEEE MAC ID

Info
0-127
Challenge information for bind

Bind Response Frame

This frame is used to indicate acceptability of device to network initiator.  Its format is as follows:

Field
Length (octets)
Usage

Status
1
The status of Bind Request.  Valid values are as follows:

0   Accepted.

1   Address Conflict,  choose another address and try again

2   Host rejected.  The next byte has the reason

3   Network coordinator rejected because its node table is full

Reason
1
If status is 2, then this is the host reason code for rejecting join.

Type
2
The type field from the coordinator’s eeprom.

StationID
6
IEEE MAC ID of station

Coord ID
4
The coordinator’s MAC ID.

Info
0-127
Challenge information for bind response

Identify Frame

This frame is used to determine if the destination is still in sync.  It has no data field and an ACK is all that is required for confirmation.  This frame must be sent in the RTS window as it will take the same amount of time in that window to send the Identify Frame and receive an ACK as to send an RTS and receive a CTS.  In the later case,  the Identify frame would then need to be sent after the RTS window anyway using even more bandwidth.  This frame must be unicast.

Test Frame

This frame is used to test network connectivity.  The receiver of such a frame shall simply send it back to the sender.  A special case exists,  where a TEST is received with an all ones Network ID.  This is the only case where such a frame is valid.  The receiver shall send back the frame.  The Info field can contain any data.

Network Management Frame

This frame is used to perform special network management operations such as transferring network coordination and network termination.  There are request and response frames.  The request frame is as follows:

Field
Length (octets)
Usage

Type
1
This must be zero to indicate a request to manage.

Command
1
Valid values are as follows:

0   Transfer network coordination request.

1   Network termination request.  Only a station acting as network coordinator can accept this request.

2    Device exiting network.

3    Device list request.

Reason
2
Reason for request copied from Network Management Host interface command.

Device Addresses
2
Used with Transfer network coordination request to transfer list of know devices in network (including self).

The format of a response is as follows:

Field
Length (octets)
Usage

Type
1
This must be a one to indicate response to a management request.

Command
1
Command for which this is response.  See table above for values.

Status
1
Valid values are as follows:

0   request accepted.

1   request rejected.

Device List
2*number of network devices
If the command is Device list request,  this is a list of address:type pairs of all stations in network and their type value as coded in the Bind request.

Upon successful transfer of the network,  the receiving device shall begin beaconing and shall send a reset beacon. That station also shall need to set its identify procedure up to start from its initial state to confirm that all devices remain in synchronization based on the stations clock.

Network Synchronization

The network coordinator shall keep the network synchronized by periodically transmitting Beacon frames.  These frames include information about network time, dwell time and next beacon time to allow a receiver to set its clock to that in the beacon and then sleep until the next beacon with the receiver off to save power.  Since a system clock with an accuracy of greater than 50 parts per million is unreasonable to assume,  the beacon also includes a count of beacons that have been sent to allow the receiver to occasionally take snapshots of its own clock and then some large number of beacons intervals later, sample the beacon count again and determine the station clock’s relative accuracy versus the network clock.  Periodic corrections can then be applied.

The network clock is in 1/32768 seconds or approximately 30.5 microsecond ticks.  This allows for a low power requirement to maintain the clock. 

The Beacon frame contains hop information,   the current physical channel,  the hop table in use,  the table entry and the dwell interval.  The time remaining in the current dwell period is calculated as follows:

(dwell interval) - (current system tick) MOD (dwell interval)

Initial synchronization in Infrastructured networks is accomplished by setting the unsynchronized station’s receiver to a control channel and awaiting a beacon with the Infrastructured bit set and a matching Network Id in the beacon frame.

Detection of Loss of Synchronization

A PAN has two levels of synchronization support.  When the number of beacons specified in a stations backup priority (from Join Network Command) are missed,  the station shall generate backup beacons.  It shall continue to adjust its clock to what the network coordinator would have as its clock.  This allows for a PAN to be temporarily split.  If the station does not receive a beacon from the network coordinator after  the number of beacon intervals specified in the Device Resync Time (from a beacon) have elapsed,  then the station is lost, and must enter the recovery procedure.

An infrastructured network does not support splitting.  The backup priority field is thus used for detection of sync loss.  If backup priority beacon intervals pass without a beacon from the network coordinator,  then the station is out of sync and must enter the recovery procedure.

Power Management

In order to reduce power consumption,  a station must turn off its radio receiver (and perhaps other hardware).  This is known as sleep mode. It may do so under the following conditions:

1. It has not indicated to any other station via a Data frame that it shall remain awake.

2. It is not backing off after transmitting.

3. It does not have a frame to transmit to a known awake station.

4. It did not receive an RTS in the most recent RTS Window.

5. It is not “lost”. If it is lost it shall periodically remain awake on some control channel.

Transmitting to a Station in Sleep Mode

Following beacons all stations must remain awake for a period of time called an RTS window.  During this window,  stations that have messages to send to any other station that it has assessed as asleep, generate Request for Send (RTS) messages.  Any station receiving an RTS must remain awake until it has correctly received the message from the station sending the RTS. Because more than one device may need to send an RTS in the RTS window,  each station shall initiate the backoff procedure before sending an RTS. The duration of the RTS window is indicated in the beacon.  The duration is based on the expected number of devices that may transmit (a parameter in the Initiate Network Command).  It is assumed that twice this expected number is a good value to use for the upper range in the randomization for the backoff algorithm. It is further assumed that twice this number is a good choice for the maximum allowed RTSs in the window.  Once the window time has passed,  no further RTSs are allowed to be transmitted.  

If the frame sent cannot be successfully delivered in the current hop,  another RTS must be sent in the next RTS window.

NOTE: the following calculations assume 1Mbit/s data rate with appropriate RX/TX and backoff times.  They will be modified based on PHY parameters.  Not know what the PHY might be,  actual values for a 1Mbit radio were used.

The window time is based on the Start Network command Transmit Devices field and is calculated as follows:

RTS Window Time =  2 * Transmit Devices *  

(Avg. Backoff  + RX/TX time + RTS message duration time + RX/TX time + CTS message duration time)

RTS message duration =  14 bytes * 8 + 80 = 192 microseconds (approximately)

CTS message duration time = 15 * 8 + 80 = 200 microseconds

Avg. RTS Backoff time = 65 * 30.5 microseconds / 2 =  990 microseconds

Since some clock jitter is to be expected,  a station may actually turn on its receiver early on the expected channel and await the beacon.  Since it must then receive a beacon and then wait the RTS window time,  the current required to maintain the link can be calculated as follows:

(NOTE: this example applies to Compatibility mode in the radio. In Enhanced mode the maintenance current is less due to the following changes RX/TX time is 220ms, Avg. backoff time is 445 microseconds)

Net Maintenance Current =

Receiver Current * (Channel Select time + 1msec +  Avg. Backoff/2 + RX/TX time +

 Beacon Frame Time + RTS window)  /  Beacon Interval + sleep current

Beacon Frame Time =  31 * 8 + 80 = 328 microseconds (approximately)

As an example of this,  assume Receiver Current of 100mA, a channel select time of .5msec, a beacon interval of one dwell period,  a dwell period of 250msec, a Transmit Devices value of 2 and a sleep current of 2mA.  The Net maintenance current is as follows:

RTS window = (2 * 2 * (.99ms + .5ms + .192ms +  .5ms + .2ms))

=  9.52ms


Current = 100mA * (.5ms + 1ms +.5ms + .5ms + .328ms + RTS window) / 250msec + 2mA

=  100mA  * 12.35ms / 250ms + 2mA 

=  6.94mA

Transmitting to a Station in Awake Mode

When sending to a station that is assessed as in Awake Mode,  an RTS-CTS-DATA-ACK sequence can be sent anytime except in the RTS Window.  If during the first dwell time that this is attempted,  the message can not be successfully transmitted,  then the RTS Window method described above must be used to deliver the message.

PAN Re-Synchronization

Since it is possible for a PAN to be divided when the user carries some equipment but not all,  it is necessary to provide a mechanism to re-synchronize those devices that have lost synchronization because they no longer see beacons. The network coordinator shall assess all devices in the network by using one of two mechanisms.

By monitoring RTS activity and its own traffic to other stations,  it can determine which stations have recently been connected.

For those stations without recent demonstration of connectivity (case 1),  the network coordinator shall generate Identify frames.

For devices determined to be “lost”,  a search and rescue mission shall be attempted at the rate requested in the Host Interface Start Network command.  After the requested number of beacons has passed,  the network coordinator shall wait for an indication of no activity involving it (again based on RTS frames and its own transmission status),  and then tune to each of the control channels in succession and transmit beacon frames.  

Lost devices shall wait on one of the control channels and when they receive the beacon,  they shall re-sync to the information in the beacon and thus be recovered.  With the periodic adjustment of a station’s clock as defined above,  a reasonable period will be provided over which synchronization can be maintained.  Each beacon advertises the Device Resync Time.  Thus a station that has not seen beacons for this period shall start progressing very slowly through the control channels,  waiting for beacons (as discussed above).  Once it sees a beacon it will be back in sync.  This progression requires the receiver to be on thus causing a large demand on power.  The Join Network Command specifies an initial on time and a subsequent power duty cycle to allow for extended battery life.  Once the initial on time passes (during which the station is scanning channels at slow rate),  the radio shall perform a single scan of the control channels followed by a period during which the receiver is off.  This period is a multiple of the time required for a single scan and can be a 50%,  33%,  25% or 20%  duty cycle.  This will increase the re-acquisition time.

At this same time the station shall become receptive to new Initiate frames that match the correct criteria as designated in the Host Interface Join Network Request.  If it receives either a Initiate frame or a Beacon Frame, it shall proceed accordingly. 

Infrastructured Network Re-Synchronization

When an station in an infrastructured network looses synchronization (is lost),  it shall immediately search for a new network matching the parms from the Join Network Command. The station shall start progressing very slowly through the control channels,  attempting to detect a network matching the specified parameters.  This progression requires the receiver to be on thus causing a large demand on power.  The Join Network Command specifies an initial on time and a subsequent power duty cycle to allow for extended battery life.  Once the initial on time passes (during which the station is scanning channels at a slow rate),  the radio shall perform a single scan of the control channels followed by a period during which the receiver is off.  This period is a multiple of the time required for a single scan and can be a 50%,  33%,  25% or 20%  duty cycle.  This will increase the time required to find a network.

Reset Network Recovery

If a station is reset (i.e. the battery is replaced),   it must re-acquire the network.  The network itself cannot determine that the device is missing for the duration of the Device Resync Time.  This can be quite long.  This is resolved by the hop sequences incorporating the control channels in the sequence more frequently than other channels.  Thus a device that is “lost” can tune its receiver to a control channel and await beacons.  If the lost device is the network coordinator (the station normally transmitting beacons),  then after a short number of missing beacons,  another device shall send backup beacons.  Thus even the “lost” network coordinator will be able to recover the network and resume coordination. 

The time to recover is on average as follows:

number of control channels * interval between using control channels/2

Thus if there are four control channels visited every fifth hop and the hop duration is 250ms,  then on average the recovery time is 2.5s.

Radio Finite State Machines (FSM)

This section defines the radio state machines and their operation.  These FSMs are as follows:

1. Initial FSM

2. Initiate FSM

3. Network Management

4. Network Coordination FSM

5. Station FSM

6. Transmit FSM

7. Receive FSM

The inputs possible for the FSMs are the host interface commands and radio frames discussed in previous sections and various time-outs.  The timers are as follows:

FSM Timers

Timer
Usage

NextBeacon
Time until next Beacon Frame.  In dwell times.

NextHop
Time until hop to next channel.  In System ticks.

RTSWindow
Time until RTS Window expires.  In System ticks.

Reservation
Current reservation time for any outstanding receive sequence.  In System ticks.

Backoff
Current value of backoff counter.  Stops running if Reservation Timer is running.  In System ticks.

InSync
Maximum time station can maintain synchronization without Beacons.  This will improve as more beacons are received.  In Beacon times.

NMTimer
Timer used to terminate states in network management FSM.  In System ticks.

ACKTimer
Timer used to detect failed frame sequences such as RTS-CTS (i.e. no CTS). In System Ticks.

FSM Variables

Other variables kept on a station basis are as follows:

Variable
Non Volatile
Usage

network id
yes
the network id of Picolink™ to which the station is binded.

station address
yes
the address used by the station in the Picolink™.

station table
yes
addresses and types of every station in network.

dwell time
no
hop dwell time.

beacon interval
no
number of hop periods in a beacon interval.

RTS time
no
duration of RTS window in system ticks

hop table
yes
table of hop sequences.

current channel
no
current channel radio is tuned to.

hop entry
no
current entry in hop table.

hop sequence
no
current hop sequence.

initiator
yes
did station initiate network.

transferred
yes
did station transfer network.

coordinator
yes
is station network coordinator.

station queue
no
queue of messages from host.  Each entry has a retry count that is zeroed upon first entry into queue. Messages shall be enqueued again when a chan retry limit is exceeded.  Message requires use of RTS Window.

retry
no
retry count of current transmit message.

chan retry
no
retry count of current transmit message on current channel.

ready queue
no
queue of messages to hold until after RTS Window.

transmit queue
no
queue of messages that transmit state machine will send.

receive queue
no
queue of messages received by receive state machine.

SAR flag
no
when flag is set:

if network coordinator,  some stations are out of sync.  if not,  this station is out of sync.

test alive
no
vector of counter to track Device Resync Time. One per station in network

awake time
no
value set in Data Command from host.  Radio must stay in receive mode if non-zero

In the following description,  unspecified Inputs are assumed to be ignored.  Only the first matched Input in a State is executed.  A ‘*’ in the State field means this Input results in the same transition for all States. In the Next State column,  a number implies a State in the current FSM and a number:name implies a State in the named FSM.  A blank Next State field implies that there is no  transition. When a transfer to a named FSM occurs,  the current FSM is terminated.  When frames are specified as Input, they are assumed to be removed from the receive queue.

The Initial FSM is entered upon module reset.  The Join Request parms are set to the broadcast network id and a type of PAN and a Data Rate of any rate.  The network management FSM, receive FSM and transmit FSM run asynchronously to other FSMs.  A queue from receive and to transmit are assumed.  There is also a station queue that holds frames from the host to transmit that may have arrived before an RTS window.

It is assumed that Host Data frames,  Network Management frames or Device Management frames are preprocessed as follows:

1. If the station is not in the Station FSM or the Network Coordinator FSM,  then an error is sent to the host, No Network.

2. If the destination is asleep,  the frame is put on the station queue

3. If the destination is awake and network is not in an RTS Window, the frame is put on the transmit queue. 

4. If the destination is awake and network is in an RTS Window, the frame is put on the ready queue.

Initial FSM

State
Input
Action
Next State

0
Initiate Network (PAN) and not re-establish
Build Initiate Frame from command and enqueue to transmit. Set NextBeacon to .33 seconds. Send Initiate Network Response
0:Initiate PAN

0
Initiate Network (infrastructured) and not re-establish
Build Beacon with required parms and enqueue to transmit.  Set SAR.  NextHop=dwell time.
1:Network Coordination

0
Initiate Network and re-establish
Tune to random control chan.

InSync=time on control channel.
1

0
Initiate Frame with matching Network Parms
Build Bind Request (from default or Join Network Request) and enqueue to transmit
3

0
Beacon Frame with matching Network Parms
Build Bind Request and enqueue to transmit. Save synchronization and hop information. Set InSync to 1
3

0
Join Network Request and not re-establish
Save parms for Bind Request
0

0
Join Network Request and re-establish
Save parms for Bind Request.

Tune to random control chan.

Set InSync timer for time on control chan.
2

1
Beacon for old network id and type
Save parms for next hop and beacon time.

Test Alive=1 for all stations. Send Initiate Network Response
0:Network Coordinator 

1
InSync=0 and total time to re-establish not 0
Tune to next control chan.

InSync=time on control chan.
1

1
InSync=0
Build Initiate Frame from command and enqueue to transmit.
0:Initiate PAN

2
Beacon for old network id and type
Save synchronization and  hop information.  

NextBeacon=Beacon time.

NextHop=dwell time.

InSync=Max sync time.

Send Join Network Response to host.
0:Station

2
InSync=0 and total time to re-establish not 0
Tune to next control chan.

InSync=time on control chan.
2

2
InSync=0

0

3
Bind Response Frame, accepted, Type INET
Send Join Network Response to host.
0:Station

3
Bind Response Frame, accepted. Type PAN

4

3
Bind Response Frame, rejected
Send Join Network Response to host
0

4
Beacon
Save synchronization and  hop information.  

NextBeacon=Beacon time.

NextHop=dwell time.

InSync=5s.

Send Join Network Response to host.
0:Station

Initiate PAN FSM

State
Input
Action
Next State

0
NextBeacon=0
Build Initiate Frame from command and enqueue to transmit. Set NextBeacon to .33 seconds
0

0
Bind Request, not a duplicate address
Send Join Request to Host
0

0
Bind Request, duplicate address
Build Join Response with status of failure,  duplicate address. Transmit Frame
0

0
Join Response
Build Bind Response with status indicated by Host.  If status is acceptable,  save device in network table.
0

0
Start Request
Build Beacon with required parms and enqueue to transmit.  Set Test Alive count in all stations 1.  NextHop=dwell time.
0:Network Coordination

0
Initiate Request
Build Initiate frame and enqueue to transmit
0

Network Management FSM

In this FSM, the following abbreviations are used.

· NC means network coordinator

· NMF means a network management frame.

· NMC means a network management request/response from host.

State
Input
Action
Next State

*
Nmtimer=0
Send NMC response to host, type request time-out.
0

*
NMC Remove Device from network and not NC
Enqueue NMF of type device exiting network(broadcast) to transmit queue. Set NMtimer. Send Device removed from network to host. Terminate station FSM and reset to initial FSM.
0

*
(NMC Remove Host or NMC Terminate Network) and NC
Enqueue broadcast NMF of type terminate network to transmit queue.
0

*
NMC Request Device take over network and not NC
Send NMC Response 8006 to host


*
NMC Request Device list and NC
Build list and Send NMC Response 8005 to host


*
NMC Terminate Network and not NC.
Enqueue NMF of type request termination to transmit queue. Set NMtimer
2

*
NMF request to terminate and NC
Send NMC request to host


*
NMF request device list and NC
Enqueue NMF response 8005 and device list including this device to transmit queue.


*
NMF request device list and not NC
Enqueue NMF response 8006 to transmit queue.


0
NMC Request Device take over network and NC
Enqueue NMF of type Request Take over network to transmit queue. Set NMtimer.
1

0
NMC Request Device list and not NC
Enqueue NMF of type Request Device list to transmit queue. Set NMTimer
0

Network Management FSM (continued)

State
Input
Action
Next State

0
NMF request transfer NC and NC
Send NMC request to host
4

0
NMF request transfer NC and not NC
Enqueue NMF response 8002 to transmit queue
0

0
NMF response 8001 and not NC



0
NMF response 8005 and not NC
copy device list and send NMC response to host
0

1
NMF response 8001 and NC
Terminate Network Coordinator FSM and start station FSM. Send NMC response to host.
0

1
NMFresponse 8002 and NC
Send NMC response to host
0

2
NMF response 8003 and not NC
Send NMC response to host.
0

2
NMF response 8004 and not NC
Send NMC response to host
0

3
Broadcast transmit complete
Set NMtimer. Send NMC response to host.

Terminate network coordination FSM and reset to initial FSM
0:initial FSM

4
NMC response to transfer request status 8001
Enqueue NMF frame to transmit queue.  Terminate station FSM. Init Network Coordinator FSM to state 0.
0

4
NMC response to transfer request status 8002
Enqueue NMF frame to transmit queue.
0

Network Coordination FSM

The Identify Procedure will check for all stations that this station has not detected traffic from within the Test Alive Count (number of beacons).  It will build a list of stations to send Identify messages to and put them on the station queue.  If several attempts to Identify a station fail,  the SAR (search and rescue) flag is set.  Receiving ACK or RTSs from a station will count as detected traffic. Note that after Start Request is received,  the Test Alive variable is set to the 1.  This will cause the network coordinator to immediately test for stations in the net on the first hop.  This will guarantee that all stations in the network are together. Once it is first determined that all devices have synchronized,  a Start Network Response is sent to the host.

State
Input
Action
Next State

*
Bind Request, not a duplicate address.

This station is coordinator.

Network is infrastructured
Send Join Request to Host


*
Bind Request, duplicate address
Build Join Response with status of failure,  duplicate address. Transmit Frame
 

*
Join Response
Build Bind Response with status indicated by Host.  If status is acceptable,  save device in network table. Transmit Frame.  Test Alive=1
 

*
 NextBeacon=0
Hop to next channel. Reset NextHop and NextBeacon to correct values. Build Beacon and transmit.  Execute IdentifyProcedure.

If station queue not empty, transfer to transmit queue, indicating RTS in RTS Window required. Set RTSWindow timer.
1

*
NextHop=0
Hop to next channel. Reset NextHop


1
RTS Frame
Save source address and mark related station entry as having a message for this station.
0

1
RTSWindow=0 and (ready queue not empty or RTSs received)
copy ready queue to transmit queue.
2

1
RTSWindow=0 and awake window not 0

0

1
RTSWindow=0 and SAR
Tune to first control channel and send Beacon
3

1
RTSWindow=0
Enter Sleep mode
0

2
Data Frame and more expected frames 
Send Data Command to Host
2

2
Data Frame, no more expected frames, and not all transmitted
Send Data Command to Host
2

2
All received, All transmitted and awake window not 0

0

2
All received, All transmitted and SAR
Tune to first control channel and send SAR beacon
3

2
All received, All transmitted
Enter Sleep mode
0

3
Beacon Transmit Done and more control channels
Tune to next control channel and send Beacon
3

3
Beacon Transmit done and no more control channels
Enter Sleep mode
0

Station FSM

The AdjustClock procedure will sample beacons over a long time period (on the order of 10s of seconds) and determine the delta between the network coordinators clock (which is the network clock) and this stations clock.  It will adjust the station clock in the absence of beacons.

The ModifyClock procedure will determine if the network clock in this station should be modified based on the calculations of AdjustClock.  It also will set SAR if it is determined that sync can no longer be maintained by checking the InSync timer.

State
Input
Action
Next State

*
NextBeacon=0
Hop to next channel,  Set NextBeacon and NextHop to correct values.  If station queue not empty, transfer to transmit queue, indicating RTS in RTS Window required. Execute ModifyClock. Set RTSWindow. If station is acting as backup beaconer, send backup beacon
1

*
NextHop=0
Hop to next channel. Set NextHop to correct value.
1

1
Beacon Frame (not backup beacon)
Set Network Clock and other parameters.  Execute AdjustClock.
0

1
RTS Frame
Save source address and mark related station entry as having a message for this station.
0

1
RTSWindow=0 and (ready queue not empty or RTSs received)
copy ready queue to transmit queue.
2

1
RTSWindow=0 and awake window not 0

0

1
RTSWindow=0 and SAR
Tune to first control channel 
3

1
RTSWindow=0
Enter Sleep mode
0

2
Data Frame and more expected frames 
Send Data Command to Host
2

2
Data Frame, no more expected frames, and not all transmitted
Send Data Command to Host
2

2
All received, All transmitted and awake window not 0

0

2
All received, All transmitted and SAR
Tune to first control channel.
3

2
All received, All transmitted
Enter Sleep mode
0

3
Beacon
Set Network Clock and other parameters.  Execute AdjustClock.
1

Transmit Frame FSM

This FSM does not illustrate fragmentation. The inputs are either a frame at the head of the transmit queue, the backoff timer or the ACKTimer.  For simplification, frames remain at the head of the queue until acted upon by an Action.
State
Input
Action
Next State

0
Frame in transmit queue
if Beacon then  backoff  = backoff_table[0]/2

else backoff  = backoff_table[0]
1

1
backoff=0. medium is idle. head of queue is Beacon.
transmit frame. remove from queue.


0

1
backoff=0.  medium is idle. head of queue is broadcast.
transmit frame. remove from queue.

backoff=backoff_table[chan retry]
5

1
backoff=0. medium is idle. In RTS window .
transmit RTS on radio. Set ACKTimer.
2

1
backoff=0. medium is idle . RTS required.
transmit RTS on radio. Set ACKTimer.
3

1
backoff=0. medium is idle.
transmit frame on radio. Set ACKTimer
4

1
backoff=0 .
retries used up.
delete head of transmit queue. send Data Transmit status to Host. 
0

1
backoff=0. chan retries not used up.
retry = retry + 1.

chan retry = chan retry+1

backoff = backoff_table[chan retry] 
5

1
backoff=0. chan retries used up.
put frame back on station queue and save retry count
0

2
CTS received.
put frame on ready queue
0

2
ACKTimer=0. retries used up
Delete head of queue and send Data Transmit status to Host. 
backoff = backoff_table[chan retry]
5

2
ACKTimer=0.
retry=retry+1. put frame back on station queue and save retry count
0

3
CTS received.
transmit frame at head of transmit queue. set ACKTimer.
4

3
ACKTimer=0. retries used up.
Delete head of queue and send Data Transmit status to Host. 
backoff = backoff_table[chan retry]
5

3
ACKTimer=0. chan retries used up
retry=retry+1

put frame back on station queue and save retry count
0

3
ACKTimer=0.
retry=retry+1

chan retry=chan retry+1

backoff=backoff_table[chan retry]
1

4
ACK received.
delete head of queue. send Data Transmit status to Host. 

backoff=backoff_table[chan retry]
5

4
ACKTimer=0 . retries used up.
Delete frame and send Data Transmit status to Host. 
backoff=backoff_table[chan retry]
0

4
ACKTimer=0.
retry=retry+1

chan retry=chan retry+1

backoff=backoff_table[chan retry]
1

5
backoff=0.

0

Receive Frame FSM

Every received frame will set the Reservation Timer by the reservation within it.  The reservation is assumed to be from the beginning of the frame.  It is possible that this value may be used and then the frame has an invalid FCS.  In that case it is optional to honor the reservation value.  Only frames with good FCS checks and a Network Id matching the station’s network id are processed.

This FSM does not illustrate the usage of fragmentation.

State
Input
Action
Next State

0
ACK to this station
Pass to transmit FSM.
0

0
CTS to this station
Pass to transmit FSM
0

0
RTS to this station
Enqueue frame. Transmit CTS on radio.
0

0
Broadcast RTS
Enqueue frame.
0

0
Unicast Frame to this station
Enqueue frame. Transmit ACK on radio.
0

0
Broadcast Frame
Enqueue frame.
0

0
Frame to other station
if this station is network coordinator, indicate that frame’s source station has had activity
0
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