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Acronyms

Client
A device in the subnet linked to the master through wireless link

Master
Device that is responsible for the network operation in the subnet.

Subnet
pico-Cell designated with a separate master and several client devices.

AM
Alternate Master

CRC

Cyclic Redundancy Check

FEC

Forward Error Correction

GF

Galois Field

Link

Wireless link connecting all the elements of Our Network

OSI

Open Systems Interconnection (OSI)

DTDMA
Dynamically adjustable Time division Multiple Access

TU
Time Unit - 1024 micro seconds

Scope

This document describes the architecture of the proposed MAC for 802.15.3 High-rate PAN. This proposed MAC is designed to provide Quality of service, support for peer-peer communication, high throughput, channel robustness for multimedia traffic over the PAN. This document currently provides the text for proposed mechanisms independent of IEEE 802.15.1 architecture. The text describing the adaptation of these mechanisms into IEEE 802.15.1 should be expected in the future revisions.

1 Introduction
The generalized form of the network topology that is supported is shown in Figure 1. The proposed architecture consists of one master and many clients. This architecture is very similar to the current IEEE 802.15.1 architecture and in addition, the proposal supports multi-media data flow, in both a Master-client and a peer-peer fashion. All devices share the media in a dynamically adjustable TDMA fashion.
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Figure 1. Overview of Network topology

1.1 Overview of the proposal

This proposal leverages the goodness of master-client, TDMA architecture of IEEE 802.15.1 and quality of service architecture as proposed in IEEE 802.11e by the author/company along with other authors/companies. The proposal addresses the critical problems faced in practice by the end user, like ease of use, coping with interference etc. The mechanisms of open enrollment for registering a new device, master redundancy for auto-establishment of the network improves the ease of use significantly. The solution of dynamic channel selection is proposed to dynamically move the network from the interference prone channels. The quality service is provided through stream connections. Other features of Qos like the guaranteed bandwidth, latency, priority, channel protection are at the same level of those required in IEEE 802.11e WLAN. Hence this proposal captures the basic features of IEEE 802.15.1 with the Qos at the level of IEEE 802.11e to best fit the needs of IEEE 802.15.3.

1.2 Highlights of the proposal

The highlights of the proposed mechanisms are as follows.

· Picocell architecture. Network with several devices or elements. One device/element operates as Master and the rest as clients.

· High cell density. All the clients supported are within a small space.

· Simple online insertion or hot insertion of a client into the subnet.

· Network synchronization timer maintained and distributed by the master

· Adhoc network establishment through master redundancy

· Support for virtual streams over the media and hence the support for different data types, latency requirements and variable packet lengths.

· Connection agreements between the master and the clients in terms of transmission bandwidth, FEC and other setup related matters.

· Option of QOS specification (in terms of bandwidth requirement, latency/jitter requirements and channel protection) for each stream. However, the bandwidth negotiations are dynamic to accommodate the changes in stream characteristics and new incoming client(s).

· Isochronous virtual channels for all data types. Hence the transportation of real time audio and video.

· Best effort service for non-critical data streams.

· Robustness against channel errors through FEC and selective retransmission (SR-ARQ) mechanisms.

· Automatic channel condition detection leading to dynamic channel changing (also termed as dynamic frequency selection or DFS)

1.3 Types of devices in the network

The types of devices within a subnet can be classified into a master, alternate master(s), and client(s). A master is the device that is responsible for network operation, network frame and slot timings, synchronization and network management. The details of master operation are presented in section 1.5.1.

An alternate master (AM) is a device with the capabilities of a master, but currently acting as a client. A set of devices in the subnet can be configured as alternate masters. Whenever there is a break down at the current master, this device can take over the responsibility of the master thus avoiding network shutdown. For details of master operation hand over, refer to Section 1.5.2 and section 4.

All the other devices that are not capable of owning master responsibilities are clients irrespective of their external world connections. Hence one can implement a bridge portal or a gateway that is only a client.

1.4 Addressing Scheme

There are multiple different IDs attached to each device. They are the Device ID, Client Session ID (CS-ID) and Subnet ID. These different IDs are explained in the following sections.

1.4.1 Device ID

The device ID is a 48 bit long ID assigned to each device at the manufacturing time. This ID is unique to any device and is same as the IEEE 802 MAC address.

1.4.2 Client Session ID (CS-ID)

The client session ID is an 8 bit long ID assigned to each device during the connection establishment. This ID is used, instead of the Device ID, in each packet header to reduce the overhead due to packet header in each packet. See section 2.2.1.5 for more details.

As the CS-ID is used for identifying a client in the network, when a client gets disconnected the corresponding CS-ID must not be reused for 10 seconds.

1.4.3 Subnet ID

The subnet ID is a 16 bit long ID that is unique to the subnet. See Section 2.2.1.8 for more details.

1.4.4 Multicast and Broadcast Addressing

The proposal supports multicast and broadcast addresses for data sharing. A set of values of CS-ID are reserved for multicast and ALL-ONE CS-ID is reserved for the broadcast purposes.

1.5 Operational Description of Devices in the Network

1.5.1 Master Device

A master in a subnet has complete control of the network operation and is responsible for client authentication, bandwidth allocation, and network synchronization. For this purpose, the master needs to maintain a table of all registered client devices on a non-volatile medium. Any device that has access to such a medium and has the required processing power can be a master or an alternate master. The master decides the network parameters depending on the channel status and the Qos parameters of streams. Examples of the network parameters are, network frame size, number of online connections, transmission duration of each device, etc. These parameters are optimized for efficient network performance and are communicated to all the devices.

When there are no online clients, the master stays in a free channel and remain in receive mode until a client packet is detected. Whenever a subnet occupies a channel, the masters of all the other overlapping subnets searches for a free channel.

The client tries to wake up the master by its repeated connection request transmissions. If the master did not respond within certain time, then the client times out and changes the channel. Using this mechanism, the client searches for the master in all the channels for a predefined number of times. If the master is not found and if the current client device is marked as alternate master, then the device takes over the master responsibility. If the master responds, then the client synchronizes its responses with the master to continue the communication.

1.5.1.1 Master being a repeater between two clients

A client can request repeater service between itself and one (or more) another device(s) in the network. This situation arises when there is hidden node problem in the network. The master must respond to this request and should repeat all the packets on this link in both directions as shown in Figure 3.
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Figure 3. Master providing repeater service

The master must provide this service only if the channel bandwidth is available for such packet repetition(s). The master performs the repetitions in its allocated transmission slot.

1.5.2 Alternate Master

In any subnet based on master-client relations, it is very important to consider the factors that can lead to in-operation of master. This is due to the fact that in the absence of master’s packets, the rest of the subnet will be non-functional. Thus in this proposal, a mechanism is devised to hand over the responsibilities of the master to an alternate master. For the proper operation of this hand over, all the alternate masters are kept updated of the network scenario and online client devices at all time. If an alternate master is asleep and wakes up after some time, it either waits for the master for an updation or it can voluntarily request the same information. If there are multiple alternate devices volunteering to take over the master responsibility, then they negotiate for the responsibility. Further details of hand over process can be seen in section 4.

2 Packet structure and streams

Transmitted data has four layered structures in the hierarchy as shown in the figure below. Each network frame has transmission from master and client devices arranged in a time-shared fashion. Each device’s transmission contains one or more streams (audio, video, and data streams) and one command (virtual) channel. Each device’s slot is time divided for different classes of data. PHY frames are variable length and contain the Master/client data packets, which in turn are variable length.

2.1 Slot Cycle TDMA
Transmitted data has layered structures in the hierarchy as shown in the Figure 5 below. Each network frame has separate slots for transmission of each of the devices in the network. Each device’s transmission contains packets meant for different devices in a sequential order. Packets meant for each device constitute one or more streams like command, voice audio, video and data, etc. These streams are also referred to as the virtual channels in this discussion. The network frame duration and the duration of each transmission slot is dynamically negotiated between the master and the client devices so as to achieve the best possible bandwidth utilization with optimal latency in the delivery. These potentially happen when a new client comes online or a new application is launched at a client causing new bandwidth and latency requirements.

Each network frame is divided into several slotcycles, each slot cycle meant for transmission by an online device with the exception of reQuest slot (Slot Q) and the beacon. Each device and the master dynamically negotiate the duration of these slots so as to achieve the best possible bandwidth utilization. The Slot Q is left quiet so that the new clients can use this slot to insert its request packet to login to the network. The bandwidth is negotiated with the master by the data-generating device. The master maintains a dynamic table consisting of all the bandwidth allocations. This information is used in deciding connection to a new client. The connection type (Isochronous or asynchronousa) and the required min/max bandwidth are negotiated in the connection agreements during the connection time. Thus, if an incoming client requests more than the available bandwidth, the connection request is rejected

2.2 MAC Packet Structure




Packets have three main parts; header, the payload and the FEC as shown in Figure 5. Header is DWORD aligned so that the data write and read from the packet are simplified for hardware implementations. The packet size is variable and the maximum limit is 2048 bytes.

2.2.1 MAC header format
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Figure 7. Packet header format

The packet header and the various fields in the header are as shown in Figure 7. These fields and their usage are discussed in the following sections.

2.2.1.1 Version Number

The version number is a two bit field and is set to zero for this protocol version.

2.2.1.2 M bit

This bit should be set to zero at all times except when the packet is being repeated by the master. These packets will have both source and destination CS-ID values that are other than the master CS-ID (zero). See section 1.5.1.1 for repeater service provided by the master.

2.2.1.3 PP Bits

This field is two bits long and indicates the position of the packet. The lower (LS) bit is used to indicate whether the current packet is the first packet in the transmission slot for the current device. The higher bit (MS) is used to indicate whether the current packet is the last packet in the transmission slot for the current device. Both bits being 00 is used otherwise.

2.2.1.4 Fragmentation Bit

The fragmentation bit indicates that there are more fragments following the packet. If a data block does not have more than one segment, it is sent in one packet with this bit set to ZERO. Otherwise, this bit is set to ONE in all the packets except in the last packet corresponding to the data block.

2.2.1.5 Client Session ID (CS-ID)

Client Session ID is one byte long and is dynamically assigned and is unique to an online client device within the subnet. The Source CS-ID is 8 bits long and is the session ID of the device that is origination for the data. The Destination CS-ID is also 8 bits long and is the session ID of the device for which this packet is meant for. The 8 bit CS-ID provides support for 256 simultaneous clients per subnet. Some of the CS-ID values are reserved for various purposes. This slightly lowers the number of simultaneous online clients in a subnet.

Some of the reserved values of destination CS-ID are,

· All ZERO CS-ID (0x00) is reserved for the master

· 0xE0-EF are reserved for multicast purposes

· 0xF0-0xFD are reserved for future use

· 0xFE is reserved for login requests. This CS-ID combined with ALL-ONE subnet ID is used for registration of new device in the subnet.

· All ONE CS-ID (0xFF) is reserved for broadcast within a subnet

2.2.1.6 Stream Index

The stream index (8 bits) is used to uniquely identify a data stream. The stream Index value of zero is reserved for non-stream type data and the stream Index value of one is reserved for command packets. The devices dynamically use the rest of the values of the stream index as assigned by the master.

2.2.1.7 Stream Sequence Number

The stream sequence number (16 bits) is used to sequence the packets transmitted in a particular data stream. This field is used for two purposes, duplication detection at the delivery agent and packet loss detection to generate retransmission requests.

2.2.1.8 Subnet ID (16 bits)

The subnet ID is unique for a subnet and is 16 bit long. This subnet ID is used for identification of packets from and within any subnet. All the devices in a subnet reject packets that have other subnet IDs. An all ONE subnet ID is reserved for device registration purposes.

2.2.2 Packet Body

In stream types like voice, audio, video and data, the packet body contains the information (data) bytes. In the command packets, the packet body contains a chain of commands and subcommands. The details of command packet body structure are discussed in section 10.

2.2.3 FEC, CRC field

Each packet is protected using FEC and/or CRC depending on the requested type of channel protection for the corresponding stream.

2.3 Streams

Each device can be originating a set of data streams and can be consuming another set of data streams. For every data stream generation/consumption, it has to take permission from the master and negotiate the network bandwidth for the same. to simplify the negotiation process, during the login process each client device is allowed to negotiate bandwidth for a set of default data streams originating from it providing the destination for each stream. it can also request a set of data streams from different other devices. The master permits these depending on the available resources. The client devices can dynamically connect and disconnect any stream and can re-negotiate the bandwidth for an existing stream.

Each stream can be negotiated with different Qos requirements and destination. The master maintains the Qos and user list for each data stream and exchanges the same with all the users of that data stream. As and when a device requests to consume a data stream the master updates the user list for that data stream and informs all the other users of that stream. If and when a device decides to stop using a data stream it informs the master of its intention and the master removes that device from the users list maintained for the corresponding data stream. The same information is sent to all the other users of that particular data stream. When the user list becomes empty or when the source device decides to stop providing the data stream, the stream is disconnected by the master and all the users are informed of the same. Broadcast within a subnet is achieved using all ONE CS-ID with all the other fields unaltered.

2.3.1 Stream Connection, Distribution and Disconnection

Each stream needs to be connected when they are needed and disconnected when they are no more needed by the source device. The only exception to this is the bandwidth for basic command packet that is allocated to each device during the connection establishment process. Each device can request and connect a stream or disconnect an existing stream at any time during the session. Whenever there is a new stream that needs to be started, either the source device or the destination device can initiate such a request. The master provides the stream index and the source device negotiates the transmission time with the master using CAG commands.

Whenever a stream needs to be disconnected, either the source device or the destination device can initiate such a request and the stream will be disconnected. The channel bandwidth occupied by the stream is freed thereof.

2.3.2 Handling Non-stream based data

In any network there are always some data packets that need not be related to any of the streams. Examples of this are connectionless datagrams. The stream index with all zero value is reserved for such data packets. Any device can use this all zero stream index and send non-stream based data. This stream is given the lowest priority in the network and retransmission parameters are set so as to provide a very high number of retransmission attempts.

2.3.3 Qos for Streams

Each stream can have its own Qos requirements and they can be modified dynamically in the duration of stream flow. The Qos requirement can be initiated either by the source or one of the destination devices. It is the responsibility of the source device to keep track of Qos requests from all the destination devices and make the decision to provide the best possible. In this process, the source device requests/changes the transmission bandwidth requirement with the master, if needed. Note that the bandwidth allocation at the master is based on the bandwidth requirements at each device for each data priority level and not based on individual data streams originating from each device. Each client device is responsible for dividing the allocated bandwidth for a data priority for individual data streams.

Each stream is transported with its own set of parameters for priority, transmission bandwidth, maximum latency, number of retransmission attempts, retransmission window size, range of channel protection levels and range for joint source and channel rate optimization. Each stream can also be associated with a compression scheme. For a data stream at each priority level, there is a default set of parameters supported by all the devices. Any changes in these parameters need to be negotiated between the source and the destination devices. The source device is responsible to make the final decision on these parameters based on the available resources.

3 Connection establishment

The connection establishment process is carried out using collision style transmissions, as there can not be a separate allocated time slot for each incoming device. The reQuest slot is meant for such collision based transmissions. As two or more devices can request connection at the same time using the Q slot, the delivery of packets is not guaranteed. However by using simple back-off mechanisms, the duration of connection process can be made predictable. Additionally, the master is required to handle connection request from one device at a time. But it could be repeating the connection request from the second incoming device to keep the device in the channel.

3.1 First client joining the network

When there are no online clients, the master stays in a free channel in receive mode. The client tries to wake up the master by transmitting connection requests repeatedly. The client device uses a predefined session ID for this type of transmissions. If the client did not receive response from the master within a prescribed time limit, it changes the channel and searches for the master in another channel. When the master receives the request from a client, it responds and keeps the client in synchronization with its own transmission. This scheme for connection establishment facilitates a completely free channel when the subnet is not operating. The period between the two repeated transmissions of connection request packets is based on random backoff mechanism that is described in section 3.3.1.

Upon reception of connection request from a client device the master starts the authentication of the device using the parameters sent by the client device as part of the connection request. Once the authentication passes, the master constructs a session ID and sends it to the client device. The new session ID allocated to the incoming client is different from those used by all the currently online clients. After receiving the allocated session ID, the client always uses this session ID for all of its future communications including bandwidth negotiations. If the bandwidth requirement of the new client is less than the currently available bandwidth, then a connection is granted. Otherwise, the master tries to renegotiate the bandwidth occupied by other clients with low priority data connections. If the master does not succeed in obtaining the minimum bandwidth required to sustain the communication for the new device, the connection is rejected and the session ID is marked for reuse.

If the master is not present in any of the channels, then the device is allowed to establish its own network through master redundancy technique described in section 4.

3.2 Multiple clients joining the network

When there are multiple clients, the clients check for the reQuest slot in an ongoing session. Upon the detection of a reQuest slot the clients transmit their connection requests in that slot. Once the master recognizes a connection request by a client device it synchronizes the transmissions of that particular device by authenticating the device, allocating a session ID and allocating enough bandwidth for its communication.

In multiple client scenarios, it is possible that two or more clients wake up at the same time and insert their requests in the reQuest slot resulting in collision. To avoid the continuous collision among them, the clients choose network frames randomly to insert their request instead of sending their requests in all the network frames. The random backoff mechanism required when a network frame is recognized is described in section 3.3.2. This lets the master to recognize both the devices, though possibly in different network frames, and authenticate them both. If there is shortage of bandwidth, the client who is authenticated first is allocated the bandwidth. If there is no response from the master or the master refuses the connection, then it means that the master is already serving maximum number of clients it can. The new client informs this to the user and retries automatically later, if configured so. In order to inform the client that the master recognized it’s request, the master needs to send a packet to the new client.

Note that the all the transactions required for the connection establishment, including the connection agreements/negotiations, happens in the Q slot. This means both the client device and the master should communicate in the Q slot during this process.

3.3 Random back off mechanisms

There are two random back off mechanisms defined to cater to the two scenarios of network being already established or not. These are discussed in the following sections.

3.3.1 Random back off mechanism when no network operation is recognized

When a device does not recognize any network frame, transmission of its packets, like connection request and master hand over negotiations, are made random between 10ms and 30ms. This is mandated for all devices so as to avoid any two devices starting at the same time and colliding with each other forever from thereon. The seed for this random number generation is derived from its device-ID.

3.3.2 Random back off mechanism when a network operation is recognized

When two or more devices that are not connected to an already operating network wants to send their requests, it is possible that they start at the same time and send their requests in the Q slot resulting in collision in all the network frames. To avoid the continuous collision among them, the devices are mandated to choose network frames randomly to send their requests instead of sending their requests in all the network frames. A random number generator is employed to decide the Q slot of the network frame the current device can use for its transmission. The seed for this random number is derived from the device-ID of the device.

3.4 Disconnection of a client

When a client indicates that it wants to leave the network the client is removed from the online service and hence disconnected. Prolonged absence of response from a client can also result in its deletion from the online service. The bandwidth thus released is allocated to other requesting devices.

As the CS-ID is used for identifying a client in the network, when a client gets disconnected the corresponding CS-ID must not be reused for 10 seconds to avoid any confusion and race conditions.

4 Master Redundancy

In any subnet based on master-client relations, it is very important to consider the factors that can lead to failure or absence of master. This is due to the fact that in the absence of master’s packets, the rest of the subnet will be non-functional. Thus in this proposal, a mechanism is devised to hand over the responsibilities of the master to an alternate master. For the proper operation of this hand over, all the alternate masters are kept updated of the network scenario and online client devices at all time. If an alternate master is asleep and wakes up after some time, it either waits for the master for an updation or it can voluntarily request the same information. If there are multiple alternate devices volunteering to take over the master responsibility, then they negotiate for the responsibility. This is achieved through broadcasting a list of the available resources at each of these volunteering alternate masters. The device with the maximum resources wins the negotiation. This process can take a few iterations of negotiations depending on the number of participating devices. If there is more than one device with equal resources at the final negotiation stage, then the device with the largest device ID is chosen for the master responsibility. The list of resources that are used in this negotiation is shown in Table 1 and they are arranged in their order of priority. The comparison is performed from top to bottom and the decision is made whenever a better resource comparison is found. Three scenarios in which another device replaces a current master are discussed in the following sections.

	Resource ID – also serves as priority
	Resource description
	Resource magnitude
	Comparison rule

	1
	Max possible Transmission power
	Default value is 5. Low power devices are marked 0 and the vendor can grade the rest depending on the PHY range.
	Higher is preferred. For example a low power device should be avoided from becoming a master.

	2
	Designated mode of the device
	· 0: Default. No designation.

· 1: No designation. But capable of serving as master.

· 2: user designated as alternate master.

· 3: user designated as master.
	Higher is preferred.

	3
	Non-volatile storage through physical, wired connection (storage capacity)
	A class for this resource needs to be defined for every device with zero as default. Attachment to hard disk is graded as 10. The cable modem can get a grade between 1 and 10. The actual decision of the resource class is left to implementation
	Higher class resource is preferred

	4
	# of external connections
	# of connections like ISP, cable modem etc.
	Device with smaller # is preferred

	5
	# of currently active external connections
	# of outside connections that are actively used currently
	Device with smaller # is preferred as the processor bandwidth available for master operations will be limited

	6
	Max system Memory
	In Mbytes
	Larger the preferred

	7
	Currently available system memory
	In Mbytes
	Larger the preferred

	9
	Max possible raw PHY rate 
	max rate of PHY
	Larger the better

	10
	Currently required transmission bandwidth (Req Bandwidth)
	This is the duration of the slot that is required by the device once the master is chosen
	Smaller is chosen as there is more processor bandwidth to perform the master operations

	11
	Device ID
	The Device ID of the device
	Larger ID is chosen.


Table 1. List of metrics used in voting for master

4.1 Original master still communicating

The master may choose to hand over its responsibility for variety of reasons like detection of failure within itself or inability to handle the increasing number of clients. In this scenario, the master selects alternate master from the devices that are already present in the network with the most available resources.

4.2 Original master not communicating

If a master goes out of operation abruptly, the network operation continue for a short time without the master. This is because of the fact that there is some time out condition at each device during which time they use the network frame duration assuming the beacon is lost in the channel. After that time out period, the devices in the network recognize that the master is out of network and send the command for negotiation of master responsibility. These packet transmissions assume that the network frame structure is not present and hence the employ the random backoff scheme described in section 3.3.1 to avoid continuous collisions of transmissions from multiple devices. Once such packets are received, each device uses the command payload to compare the resources listed in Table 1 and send another command recognizing the selected master. The selected device is expected to send beacons within a predefined time out period. If beacon is not found within that time, the devices enter another round of negotiations.

A special case under this scenario is the original master trying to change the channel, leaving behind a few client devices in the current channel. These devices by mistake can start hand-over negotiations. To avoid this, the newly selected device is expected to search other channels for the presence of the original master. This search is carried out by the new master by changing channel every few network frames and listening in another channel for a short time without interrupting the operation of its own network. If a network operation with the same subnet ID is recognized, then the new master instructs all its current client devices to move to the new channel and reconnect afresh to the master in that channel.

5 Network Synchronization

Time synchronization between the master and the clients is important in any Isochronous network. In this proposal, this is achieved through the exchange of commands related to the connection agreements between the master and the client devices. The parameters used to achieve network synchronization are depicted in Figure 8. They are,

1. The network frame size

2. The wait time for each device

3. Transmission slot cycles  for each device

4. The session ID of the preceding client (CS-ID of n)

5. Number of devices set to use the channel before the current device from the beacon time including the master (n-1)

6. The number of devices that are currently online (N)
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Figure 8. Transmission sequence in a network frame

Network frame is the duration between two beacon transmissions from the master. This parameter is decided based on the number of online clients and their bandwidth/latency requirements. Transmission slot is the allocated transmission slot cycles (bandwidth) for each client.

5.1 Timing Synchronization Function (TSF) timer

The TSF timer is maintained at master and all clients. The master sends its current TSF timer value in the Beacon command. The clients synchronize their TSF timers to the received value of the master’s TSF timer. The TSF timer serves as reference to all the time outs and time allocations that are exchanged over the medium.

5.2 Beacon from master

The first packet from the master also serves as the time reference or beacon for all the other devices in the subnet. The devices make use of PP in the header to indicate the position of the packet irrespective of the stream index. It is mandatory for all the devices to mark their packets with valid values of PP. In addition to these to help synchronization a Beacon command with TSF timer value is sent by the master.

5.3 Network Slot Synchronization

There are five situations where a client needs to re/synchronize in time w.r.t the master. They are;

· When the client wakes up

· When a new client comes on line (see Section 3)

· When the channel is changed

· When a client goes absent or shut down

· When there are new connection agreements

As part of connection agreements the master provides each client with the network synchronization parameters discussed in the earlier section. The clients honor this agreement by waiting in receive mode and starting transmission at the right time. During waiting if a device detect an end of transmission indication from the preceding device, then it immediately starts its transmission. The end of transmission is detected when the preceding client sends a packet marked as the last packet. The extra bandwidth, if any, detected by the current client device can be made use of to send its queued up data. For example, if a client is supposed to wait for 20msec and it detects the last packet of preceding client within 15msec, then it can make use of the extra 5msec.

To accommodate a new client, the size of slot Q should be at least as long as two command packets carrying connection-related commands. The new client stays in receive mode, learns the network frame structure in the current session from the beacon and then inserts its request in the reQuest slot between the transmissions of the last client and the master.

When channel is changed, the master confirms the presence of all online clients and sends Connection Agreements again in the new channel. The clients re-synchronize by adhering to the new connection agreements.

5.4 Time Synchronization of Action to Master’s Decisions

The master has the responsibility of taking decisions like the above listed sync parameters and change of channel. However, a more important responsibility that comes with the privilege of decision-making is conveying the decision to all the devices in the subnet and synchronizing the action to that decision coherently. One example is the time synchronization of use of new network synchronization parameters. The master achieves this by communicating the decision and sends the initiation delay (time in milliseconds) that clients have to wait before making the newly conveyed decision effective. The master might repeat the decision in many successive network frames. Whenever such repetitions are made, the time to wait is appropriately reduced. With this scheme, even if a device did not receive first few transmissions and receive the same later, it waits for exactly same length of time, as the devices that received the decision early, before making the new decision effective. In addition to the scheme described here, some critical commands need acknowledgements to be received by the master before taking action. This further strengthens the time synchronization process.

5.5 Variable Network Frame Size

The master dynamically decides the network frame size and the decision is made known to all the online client devices before the change. The network frame is decided based on the number of online client devices that are currently online and the latency requirements on the Isochronous streams. When there are many client devices, it is suggested that the network frame be longer. On the other hand if there are fewer devices and there is a low latency requirement on an ongoing Isochronous stream, then it is suggested that the network frame be shorter. The same mechanism can be made use of to keep a multimedia stream aligned to the network frame by adjusting the network frame size to be multiple or sub-multiple of the framing required for the critical of multimedia streams.

5.6 

6 Quality of Service

This proposal provides all the required mechanisms necessary for transferring multimedia data. Applications, such as, VOIP and live video streaming generate/consume Isochronous data that needs a low latency network protocol with end-to-end QOS to function.

6.1 Packet Sequence Preservation

The proposal guarantees the order of packets at the receiving end by preserving the packet sequence. If a packet is lost in the channel and the retransmission is requested for that stream, the packets are held in the network receive buffer until the missing packet is retransmitted by the transmitter and is correctly received by the receiver. Once a retransmitted packet is received all the packets up to the next missing packet in the same stream are delivered to the data-handling device. On the other hand, if the repeated retransmissions fail or the retransmission is not requested for that stream, the packets are delivered in an increasing order of the packet sequence with information to the device handler about the missing packets.

6.2 Data Fragmentation

A data source can provide a large block of data meant for any stream and the MAC takes the responsibility of fragmentation at the transmit end and re-alignment at the receive end before delivering the data block to the data sink.

6.3 Guaranteed Bandwidth for Isochronous Application Support

Data streams that are extremely time sensitive can be allotted guaranteed levels of service. Guaranteed levels of service are negotiated between devices through the connection agreement protocol. The protocol supports the master to specify the bandwidth of each stream and the rate of each slot cycle that is necessary to deliver the guaranteed bandwidth requirements. 



6.4 Guaranteed Maximum Latency

Maintaining low latencies is a challenge when transporting multimedia data types. For example, a 50msec delay in voice delivery can cause an audible click. The proposal guarantees the requested limit on the maximum latency. First, the retransmission attempts for a packet in any stream are strictly bound by the latency requirements. Second, the channel protection and its variation based on the channel conditions makes possible the low latency achieved for Isochronous streams. Third, the proposal allows a stream to be transmitted more than once within a network frame. A device can request low latency for a stream in a long network frame and it is permitted to transmit its packets in a frequent manner in the time slots that are closely arranged within a network frame. Fourth, depending on the latency requirements the network frame is adjusted to allow frequent (or slower) transmissions of an Isochronous stream. Nevertheless, the network frame size adjustments are carried out taking into account the requirements of all the Isochronous streams in the subnet.

6.5 Channel Protection

As Isochronous streams, by nature, are not retransmitted, they are highly vulnerable to the channel losses. The channel losses could result in unacceptable quality of streams, like audio and video, or even could result in the receive device to stop using the stream for the length much longer than the channel loss duration. To avoid these situations, the proposal supports both Forward Error Correction (FEC) and Cyclic Redundancy Check (CRC) mechanisms. Each receiving device can request either FEC or CRC or both for a stream. With FEC, the Isochronous streams become much more usable even under sever wireless channel conditions. The FEC is applied to all streams of all priorities depending on the negotiations made during the stream connection establishment.

6.5.1 CRC Scheme

The CRC is computed using IEEE-32 bit (degree 32) CRC polynomial.

G(x) = x32+ x26+ x23+ x22+ x16+ x12+ x11+ x10+ x8+ x7+ x5+ x4+ x2+ x+1

The CRC is the ONEs compliment of the sum (module 2) of the following:

(a) The remainder of xk(x31+ x30+ x29+ ….+ x2+ x+1) divided (modulo 2) by G(x), where k is the number of bits in the calculation fields, and

(b) The remainder after multiplication of the contents (treated as a polynomial) of the calculation fields by x32 and then division by G(x).
6.5.2 FEC Scheme

<Text of the proposal is yet to be inserted>

6.6 Channel Measurement

Each client keeps track of the all the packets sent out from the master and detects the packet loss using the sequence number in each of the packets. The count of number of packets lost is voluntarily forwarded to the master approximately every one second. Master uses this information and the response packet loss from the client to assess the channel scenario.

The channel measurement is used for channel changing and to provide better error protection for data streams. The dynamic channel change is carried out whenever the noise/interference in the current channel becomes severe.

6.7 Dynamic Bandwidth Allocation

Every device in the subnet can dynamically negotiate the required bandwidth with the master. This is a necessity especially when a new Isochronous stream is generated from a device which is currently allocated a low bandwidth. Hence using this, a device can request a change in its allocated bandwidth at any during its connection. Use of this feature is best explained using an example. If a device is transporting video to another device, it requests for a large bandwidth and gets it allocated. In between the play, if the pause in video results in the source device requesting for lower bandwidth. This extra bandwidth can be utilized to transport other streams from the same device or another device. The master keeps track of all the bandwidth allocations. If a device requests for bandwidth that is more than the available, then the device is allocated only the available bandwidth. The device decides to use the bandwidth if it had requested the bandwidth for a non-Isochronous stream. On the other hand, if the bandwidth was requested for an Isochronous stream, then the bandwidth allocation is rejected and the stream is not allowed to be connected. The rules followed in allocating bandwidth are described below.

Each client device collects the required bandwidth for each of its streams and averages them over a period of time. The bandwidth requirement is divided into four groups as per the priority of the streams (Isochronous, High, Medium and Low). This requirement is compared to the currently allocated bandwidth. If the required bandwidth is less than the allocated bandwidth, then the extra bandwidth is released through sending a notification to the master. On the other hand, if the required bandwidth is more than the allocated bandwidth, a request for more bandwidth is sent to the master. At the master, requests from all the devices are collected and analyzed against the available bandwidth. If the already allocated bandwidth is same as the available bandwidth the new requests are rejected. If there is some extra bandwidth available, all the new requests for Isochronous bandwidth is allocated first. Then the low priority streams are visited in that order. Within any of the stream priority level, the bandwidth is allocated as per the following order of priority.

1. Device with (overall) lowest bandwidth

2. Device with lowest bandwidth for the current priority

3. Device sending the request first. (first come first serve policy).

For this purpose the master maintains a table listing the available bandwidth, allocated bandwidth for each stream priority at every client device, the requested bandwidth for each stream priority at every device and the time of request as shown in Table 3. For the bandwidth allocation purposes, the requirements of master are treated same as any other device.

	
	Allocated bandwidth
	Required Bandwidth
	Time of Request

	Device 0 (Master)
	Isoch
	0.5Mbs
	0.7Mbps
	…

	
	
	….
	….
	..

	
	
	…
	…
	

	
	Low
	..
	
	

	Device - 1
	Isoch
	..
	
	

	
	
	..
	
	

	
	
	..
	
	

	
	Low
	..
	
	

	………..
	..
	..
	..
	..


Table 3 Bandwidth requirements maintained at the Master

6.8 Priority Service

The priority of an entire stream is decided once for each stream during connection establishment. This priority is an indication of latency and quality of delivery at the receiver side. As the priority is decided over a stream, each packet need not carry the priority bits in the header. There are 3 levels of priority, high, medium, and low apart from the Isochronous service. Isochronous service is guaranteed the required bandwidth. The remaining bandwidth is allocated among the streams of other priority according to their priority.

7 Dynamic Channel Selection

To escape the interference prone channels the master uses the dynamic channel selection (or Dynamic frequency selection). The client devices measure and send to master the channel status in terms of packet error rates and packet loss rates that they are experiencing. Using the channel status from all the client devices and the one measured locally at the master, the master decides to change the current channel and move the network operations to an available better channel. Master client carries this out by first searching for a good channel and then instructing all the client devices to move over to the new channel.

Channel selection is involved in two situations. First, while starting the network operation when the master is expected to select a less busy channel and the client device is required to search for master by checking in all the channels. Second, during the operation of the network when the channel conditions get so severe that the channel throughput is no longer sufficient to sustain the multimedia data transportation in the network. These two scenarios are described in detail in the following sections.

7.1 Channel selection during the start of network operations

When a master comes alive, or not servicing any of the clients. it is required to look for a vacant or less-busy channel. If a channel is free, that channel is selected for communication. The clear channel assessment (CCA) is made use of to determine whether a channel is free. Further observation of traffic on the channel provides additional information such as channel/bandwidth occupancy, number of subnets in the channel etc. This information is used to decide whether to use the current channel or try another channel for network operation.

The master remains in receive mode in the selected channel and waits for Connection Request packet from the client(s). The master turns to transmit mode only after receiving Connection Request packet from a client seeking service (see Section 3). In the mean time if the channel is occupied by another subnet in the current master’s radio vicinity, the master can change to another channel and wait for a request from client device(s). If all the channels are occupied, then the master keeps changing channel at regular intervals until a completely free channel is found. As and when a client decides to join the network, it starts searching for the master. It starts from channel-1 and uses the procedure described in section xx to communicate with the master. If it did not find the master, it changes over to the next channel and repeats the same process until all the channels are exhausted. A client device is mandated to make two rounds of all the available channels while searching for a master. The exact number of such searches depends on type of device and hence is left to implementation.

7.2 Dynamic Channel Change During the Network Operation

When the master or one of the clients experiences serious channel impairments despite antenna diversity and/or higher degree of FEC, the change over to a better channel is desired to provide good Qos. For this reason, the channel losses are measured at all the client devices and sent to the master periodically. The master makes use of this information and measurements at its own radio to understand the severity of the channel. Once the master decides to leave the current channel, it performs a search for another free channel and moves the network operation to the new channel. The search for a better channel can be carried out by either pausing the current network operations or without such an interruption in the network operation. These are discussed in detail in the following subsections. In either option, if a better channel is not found, the master is required to continue the operation in the current channel and keep searching the channels periodically.

In channel selection during an online session, the master needs to detect an already operating subnet over the current channel. If all the channels are occupied or have large interference, then the master can take one of two decisions. If there are less number of clients to/from whom the channel is severe, then the master decides to disconnect them. On the other hand, if number of clients involved is large, then the master decides to rest for a while and try some time later. In either case, master needs to send out Disconnect Req (with proper reason code) command to each of the clients involved until Disconnect Ack is received. A similar way of channel selection is performed at the client’s side after having received Change Channel message from the master. If the client is already connected to the master and decides to change channel, then master does all the required work. However, when a client wakes up and is looking for the master, it checks first in a busy channel and looks for a valid communication packet that could have been from a master. Again, this relies on the assumption that there could not be another subnet with same subnet ID operating in the radio vicinity. Once an ongoing session is detected, the client looks for a reQuest slot and inserts its request in that slot. However if the master is actually in the process of channel change, the master ignores the new client’s request. The new client senses and understands the situation, changes channel along with the entire subnet, waits for the subnet to resume normal communication in the new channel and then sends in its request in the reQuest slot.

7.2.1 Channel Selection With Interruption in Operation

When the interruption in network operation is acceptable, the master informs all the clients to Remain Quiet for a while through a broadcast message and listens to the traffic on the other channels. If a channel is free, the master switches back to the previous channel, broadcasts Change Channel to all the online clients and expects Change Channel Ack from individual client devices. The master broadcasting a message and expecting individual acknowledgements to that message from each client device is a convenient way of expediting the message transfer. Each client changes channel only after it sends Change Channel Ack a few times. If a client did not respond, the master performs a predefined number of attempts to reach it and then decides that the client is unreachable. Similarly the client decides that the master is unreachable after waiting for a predefined amount of time and voluntarily changes to the new channel if it had received a Change Channel message. On the other hand, if the client device looses connection with the master, it restarts the connection establishment by searching through all the channels.

The master changes channel after all the online clients responded or after the time out condition. Once in the new channel, the clients wait for the master to start the communication. The master broadcasts Change Channel message, with the indication of the destination channel as the current channel, to announce its presence in the new channel and expects Change Channel Ack from each client. Once the client responds and confirms its presence, the master goes on to probing next client. If a client did not respond within a predefined number of attempts, the master decides that the client is temporarily absent and proceeds to next client. Accordingly, the master changes the response sequence of the clients so as to keep out the clients that are absent. After all the clients are confirmed (or time out), the master updates the calling-respond sequence and sends connection agreements to all the clients and resumes normal communication. If a client reaches new channel late, it needs to wait for the master’s call to respond. If the master has already through with it, the client waits till the resumption of normal communication and then sends Change Channel Ack in the reQuest slot. When the master receive such a response, it sends connection agreements and includes the late comer in to the network.

In order to reduce the probability of application level connection loss, the master maintains the session details for a predefined, but long enough, time so as to allow easy reconnection. Only after its expiration that the client is finally deleted off the online service table. If the master receives Change Channel Ack from a client after its deletion from the service table, then the client is informed to connect afresh by sending Connection Request back. The client reconfirms this with the master by repeating the request for a predefined number of times and informs the user that the link is lost. This would appear similar to power glitch at the user level and the user needs to start afresh.

7.2.2 Channel Selection Without Interruption in Operation

There are two ways of achieving change in channel without an interruption in the network operation. One way of achieving this is for the master to change over to a new channel once every few network frames and return within the duration of that network frame. This keeps the network operation going even while the master searching through all the channels.

Another way of achieving the same objective is that the master handing over its responsibilities, as described in section 4.1, before starting to search for new channels. When a better channel is found the original master should return to the current channel, takeover the responsibilities and instruct all the clients to move over to the new channel.

8 Authentication and Security

The authentication and security mechanisms of the proposal are an enhanced version of the mechanisms in IEEE 802.15.1 architecture. <Remaining text of the proposal is yet to be inserted >

9 Power management

Power management is performed in a decentralized fashion. Each device informs its power save states to master and the devices that it is currently communicating with. The power management in this proposal is designed to minimize its burden on the master and at the same keep it simple and flexible at each client.

The device using its power save capability decides the power save (PS) parameters like duration and periodicity of its sleep state. The PS parameters are based on several factors including the requirements of the streams that it is currently connected to. The PS parameters are sent out to the master and all the devices that the device is currently communicating. This scheme provides a flexible mechanism where PS parameters can be dynamically altered and used after providing sufficient time for synchronization at the other devices. If another device is sending a stream to a PS device and it can not cope with the new PS parameters, the second device should indicate so immediately. The device that is receiving the data should alter its sleep duration. If the sleep duration can not be altered or optimized over several such links, the device can request a repeater service. The master must receive data from the transmitting device and relay it only when the destination device is awake. This is especially useful when both the source and the destination devices are using power save capabilities. The commands involved in the power management are discussed in detail in section 10.12.

10 Commands and subcommand structures

The body of the command packet consists of one octet field of uBlk Seq-Ack followed by several micro blocks as described in Figure 11. The number of such micro blocks in a command packet is limited only by the maximum allowable size of the MAC packets. The uBlk Seq-Ack is used to acknowledge the micro blocks received from the device to which the packet is intended. Hence, this field contains the sequence number of the micro-block that was last received from the destination device.

Each micro-block contains its sequence number followed by chain of commands. The micro block architecture is used to achieve reliability in signaling. The construction of micro blocks is carried as follows. The commands transmitted first time in any command packet are grouped into a micro-block and assigned a sequence number (uBlock Seq). Each command packet must contain all the micro-blocks that are neither acked nor timed out. They should be arranged in the order of their first transmission in the current command packet. A separate sequencing of micro blocks is performed for each destination address and hence each device may have more than one running sequence of micro-blocks. The device that receives a command packet must send the sequence number of the last micro-block that it received from the sender as the ack (uBlock Seq Ack) to that device in its own command packet. The uBlock Seq Ack received in a command packet is used to remove the commands from the list of micro-blocks.

Each command consists of a command code description, command payload length and the command payload itself. The command code description is two octets in length with the first octet describing the command class and the second octet describing the particular subcommand (or action) within that command class. Various commands and subcommands that are required for the network operation are described in section 10.


[image: image7.wmf]Command

frame Body

Command-1

Command-2

Command-n

Command

payload, if

any

Cmd Payload

length

1

2

Bytes

uBlockSeq

payload,

ublk Payload

length

1

2

Bytes

1

uBlock #1

uBlock #2

uBlock #n

Bytes

ublk 

Seq Ack

Subcommand

1


Figure 11. Structure of a command packet

10.1 Null Command

A Null command has no payload and has no payload length field. This is used to send a command packet on the channel when there is no data/command to send. This accommodates the channel takeover by the next device inline for transmission as described in section 5.3. The NULL commands can also be used to byte pad a command packet, if required. The receiving device is expected to throw away all the NULL commands that are received in a command packet.
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Figure 13. Null command

10.2 Beacon Command

The Beacon command is sent ONLY by the master. The command structure containing the synchronization elements is as shown in Figure 14. The network frame duration indicates the period of the network frame in TU. The allocated time in the network frame (in TU) indicates the currently used up time in the network frame. the TSF timer value is an 8 octet field used for time synchronization at all the devices in the network. ALL the clients must update their TSF timer with the value sent by the master.
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Figure 14. Beacon command

10.3 Connection Request (CRQ)

The client devices use this command to let the master know that it is awake and need service The master responds to this request by sending the same command in the packet with destination CS-ID 0xFE. 

When used by a client, the Allocated Subnet ID and Allocated Client Session ID (ACS-ID) are ignored. This command is always sent as a separate packet without any other commands in the same packet.
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Figure 16. Connection request command

The client device ID field in the CRQ payload indicates the device ID of the client requesting the connection. The master fills this field from the previously received CRQ from the client. Two or more devices trying for connection at the same time distinguish the response-CRQ from the master by comparing their device-ID in the response-CRQ.

The device capability field currently contains three sub-fields indicating various capabilities of the device. They are alternate master capability, Real time transfer capability and Encryption capability.

Allocated Client session ID (ACS-ID) is ignored in the CRQ from a client. Once the master checks its table and recognizes the current device, it allocates a new CS-ID and sends it in the response CRQ for that device. The client device uses this CS-ID for the entire session till it disconnects from the network.

Allocated subnet ID (ASID) is ignored in the CRQ from a client. The master assigns these in its response. Allocated Subnet ID (ASID) field is used during the registration of a new device. A client device must send All-zero ASID to indicate that it wants to be registered with the current master. If the device is registered, master must send a valid subnet-ID in this field. The client device uses this as the subnet ID for all future communications.

The CTP field indicates the timeout period for connection. This indicates the duration of timeout during which if the packets from master meant for the current client are not received at the client, the client disconnects itself and tries to reconnect. Similarly, if master did not receive any packet originating from the current client within this timeout duration, the master disconnects the client and expects the client to reconnect. This field helps in distinguishing the devices that are currently in sleep mode with those that are away from the network for a prolonged period.

10.4 Connection Agreements (CAG)

There are four subcommands under this command that are used for connection agreements and dynamic bandwidth negotiation. The subcommands are discussed in the following sections.

10.4.1 Connection agreements request (CAG-Req)

The client uses this subcommand to negotiate new connection agreements with the master. This subcommand is first used during the login process right after the CRQ and additionally used anytime when the client’s bandwidth requirements change. When used for the first time during the login, this subcommand must be sent as a packet by itself. The payload structure of this subcommand is shown in Figure 18.
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Figure 18. Connection Agreements Request subcommand

All the bandwidth requests are in bytes per second and all the latency requests are in TU (1024 microsecs). A device can request Isoch bandwidths at different latencies. For eg, if a device is streaming Voice and audio/video, it can request voice bandwidth with one latency and audio/video with another latency requirement. The requests are chained as shown in the Figure 18 and the total of all such requests is sent as first 16 octets of the subcommand payload.

The client device is required to accumulate all the individual stream requirements into groups of latency requests and send it in the format shown in Figure 18. The master attempts to allocate all the Isoch/high/medium/low bandwidth at the requested latency in the same order of priority. Then the master attempts to allocate the remaining bandwidth requested in the Total BW request field at the current network frame latency.

10.4.2 Connection agreements Request Ack (CAG-Req-Ack)

The master uses this subcommand to ack the CAG-Req subcommand from the client. The payload structure is same as that for CAG-Req shown in Figure 18. This subcommand does NOT mean that the requested bandwidth is allocated, but only means that the master has received the request and is processing that subcommand. This subcommand is used first during the login process and can additionally be used during an ongoing session. When used first during the login process, this subcommand should form a packet by itself without any other subcommands chained in the same packet.

10.4.3 Connection Agreements Grant (CAG-Grant)

The master uses this subcommand to send the finalized connection agreements to the client. The payload structure is as shown in the Figure 20. All the parameters used in section 5 for network synchronization are made available to the client by the master in this subcommand.

The network frame size is indicated in TU (1024 microseconds). The initiation delay is the offset in TU at which time the devices must start using the indicated allocations. If this time does not coincide with the beginning of a network frame, the clients must start using the allocations only in the network frame following the expiration of the initiation delay. During the initiation delay, the client can send a new CAG-Req for negotiation. Ultimately the master makes the final decision and sends the CAG to enforce the agreements on the client. The client has the option of disconnecting if CAG is not acceptable. Additionally the master can send this subcommand repeatedly over several network frames to make sure it is received by the client(s). Each time this subcommand is resent, the initiation delay is appropriately reduced to indicate the same absolute time at which the indicated allocation takes into effect. The value of zero in this field means that the indicated allocations are effective immediately from the current network frame. The CTP in CAG-grant subcommand supercedes all the other CTPs. The minimum value for CTP is one second.

The transmission slot cycles in the Network synchronization parameter is indicated in slots and cycles.The maximum lifetime of allocation (in TU) indicates the maximum duration for which the current allocation is valid. The master can send a new command to re-allocate or extend this duration. The clients must stop using the allocation after the expiration of this lifetime if there is no such new command from the master extending this duration.
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Figure 20. Connection Agreements Grant subcommand

The master uses this subcommand to negotiate or force a certain CAG with any client. In addition, the master can also use the same subcommand to detect the connection from an online client. If the master observes that a particular client is quiet for a prolonged time, then the master can send a connection agreement grant subcommand without any actual changes and expect an ack. If the ack did not arrive in the next network frame, the master must retry for a period of one second and disconnect the client.

10.4.4 Connection agreements Ack (CAG-Ack)

Connection agreement ack has the same payload as the CAG subcommand. The client receiving the CAG-Grant subcommand is expected to send the agreements back to the master in the ack subcommand to indicate its acceptance of the agreements. The initiation delay in the ack is ignored.

10.5 Disconnect Request and Disconnect Ack

This could originate from either master or the client depending on whether master is removing a client or the client is being turned off. The payload is the reason code.
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Figure 22. Disconnect request/Ack command

The defined reason codes are:

0 -> Serving maximum number of clients already

1 -> Lack of bandwidth available to serve the client

2 -> Channel is severe to serve the client

3 -> Client is overshooting the allocated transmission time

4 -> Master is turning off with no AM in the network

5 -> Client wishes to disconnect

6 -> Channel change is in progress

7 -> Master hand over is in progress

8 -> Client Authentication failed

9 -> Client state has expired (Need to re-login)

10-255 -> reserved

Disconnect Ack is the acknowledgement command to the Disconnect Request command and has the same command structure as shown in Figure 22.

10.6 Repeater Service

This command is used to request/assure the repeater service by the master in a subnet as discussed in 1.5.1.1. The subcommands used within this are discussed in the following sections.

10.6.1 Repeater service request

A client must use this command to request the repeater service from the master if it recognizes that the link between itself and another device is too severe for proper communication. The subcommand structure is shown in Figure 24. The Destination CS-ID field indicates the CS-ID of the device for which the requesting device is requesting the repeater service. If the client needs this service for all the devices in the subnet, then it can simply mention broadcast CS-ID and total CAG, instead initiating one command for each client in the subnet. The individual fields within the subcommand have the same meaning as in connection agreements described in section 10.4.1. However the values in those fields corresponds only to the link between the requesting device and the destination device.
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Figure 24. Repeater service request subcommand

10.6.2 Repeater service grant

The master must use this command to grant the repeater service between the requesting device and the device indicated in the request subcommand. The subcommand structure is same as that for the Repeater service request subcommand shown in Figure 24. The destination CS-ID in this subcommand is same as that was received in the request subcommand from the client. Before granting the service the mater must take into account the bandwidth overhead and whether it can be accommodated within the currently unused bandwidth. If the master can accommodate only a fraction of the load in the indicated link, then the grant subcommand must indicate only the load that can be accommodated. The requesting client has the option of rejecting the service if the accommodated load of the link is not acceptable. On the other hand the requesting client can make use of the currently allowed load and request for more later.

10.6.3 Repeater service reject

Both the client and master must use this command to reject the repeater service between the requesting device and the device indicated in the request subcommand. The subcommand structure is shown in Figure 26. The destination CS-ID in this subcommand is same as that was received in the request subcommand from the client. The defined reason codes are same as those for disconnect req/ack defined in section 10.5.
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Figure 26. Repeater service reject subcommand

10.7 Remain Quiet and Remain Quiet Ack

The Remain Quiet command is sent from the master to inform all clients to remain quiet till it can check the other channel and come back. The client is expected to ack by sending Remain Quiet Ack. The time out field indicates the maximum time period through which the client must wait. If the master did not come back and resume the operation either through change channel command or through a beacon, the client disconnects itself and searches for the master.
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Figure 28. Remain Quiet/Ack Command

10.8 Change Channel and Change Channel Ack

The master decides that the another channel is better than the current channel and uses Change Channel command to inform all the clients to change the channel. The time out field indicates the maximum time period within which the client must change channel and wait for the master in the new channel. If the client does not respond to the Beacon from the master within that time, the client is declared disconnected and is required to reconnect using login mechanism. Similarly, if the client does not receive a beacon from the master within this time out period, it connects and searches for the master.
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Figure 29. Change Channel/Ack Command

10.9 Channel status

This command is volunteered at a regular interval by the clients to inform the master regarding their channel status. The channel status bytes form the payload of the packet. The command structure is shown in Figure 30.
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Figure 30. Channel status Command

The Transmit Packet Count in measurement window (TPCW) is the total count of all the packets transmitted by the client device within the measurement window. The Receive Packet Count in measurement window (RPCW) is the total count of all the packets received by the client device within the measurement window. The Receive Packet Error Count (RPECW) is the total number of packets that were received in error within the measurement window. The Receive Bit Error Count (ERBECW) is the estimated number of bits that were received in error within the measurement window. The packet loss count (PLCW) is the total number of packets that were not received (requested retransmission) within the measurement window. The Channel measurement window (CMW) field indicates the duration of the time, in TU (1024 microseconds), during which the measurement was conducted. The client device chooses this duration and master uses this duration from the command from the client. The device must restart the measurements in the new time window.

10.10 Master Redundancy (MR)

Alternate Master devices use this command to negotiate for the responsibility of the master in the subnet. Additionally, the master uses this command to hand over its responsibility to an alternate master when the current master is shutting off or is currently overloaded. The subcommands used are discussed in the following sections.

10.10.1 MR Negotiation

This subcommand is used when the master is absent and a subnet is to be established. Multiple AM’s in a subnet can send this command and negotiate for taking over the responsibility of the master in the subnet. The command payload structure is described in Table 3 and is shown in Figure 33.
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Figure 33. MR Negotiation subcommand

The Max-PHY-Tx-range indicates the free-air distance range (in meters) that is possible for the device. The designated mode of the device indicates whether the device is designated to be master/Alt-master/client device. The storage capacity is graded as 0 for no non-volatile memory for storing the (registered) client table, 1 for presence of flash memory and 2 for hard disk type of support available at the device. The Max Ext connection field indicates the number of physical (wired/wireless) ports that are available on the device for connections outside the current subnet. The Active Ext connection field indicates the number of currently active physical (wired/wireless) ports other than the current subnet. Max system memory indicates the memory available in MBytes. Available System Memory indicates the amount of free space (in MBytes) available at the device. Max PHY rate indicates the maximum possible bit rate at the PHY layer of the device in MBits/Secs. Required Bandwidth field indicates the bandwidth that would be requested by the device (in MBits/Sec) if a master were chosen for the device. The device ID is 6 byte MAC address as defined by IEEE-802 standards. All the fields in the payload pertaining to distance, rate and memory are rounded off to the next possible indication for this command. For example, 100KBytes of memory is indicated as 1MByte of memory in this command.

10.10.2 MR Pullout

An AM device uses this command to pullout of multi-device negotiation session if it has received a MR-negotiation subcommand from another device that is better suited for the purpose. The payload structure is same as that shown in Figure 33.

10.10.3 MR Assuming Master position 

If a device decide that it is better suited as a master than all the other devices, then it decides to take over the master responsibility. This command is sent out to inform such a decision to all the other devices that are currently negotiating. The command payload structure is same as that shown in Figure 33. If there are multiple devices sending this command, then the effect of this command is same as that of MR negotiation command. The devices need to constantly compare the contents of this subcommand received from other devices. If another device is better suited as a master, the current AM must send out the MR pullout subcommand.

10.10.4 Master Hand over

The master uses this subcommand to hand over its responsibility to an AM device. The subcommand payload structure has the online client table including the connection agreements. The connection agreement for each client is same as that described in section 10.4.3. The command payload structure is shown in. Figure 35 

If the online table is too large to fit in a single command packet, the master fragments the table into several fragments with each fragment containing entry for one or more client devices (and subnets). Each of these fragments are sent out as a command as shown in Figure 35 and an acknowledgement is expected before the next fragment is sent out. The fields indicating “total Number of fragments” and “Index of the current fragment” are used by AM to know the beginning and end of the hand over command. As and when this command payload is fragmented, the fragment must always end at the boundary of an online entry. The master sends the next fragment only after receiving ack for the previously sent fragment. The upper section of the payload structure is present in all the fragments as marked in Figure 35.
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Figure 35. Master hand over subcommand

10.10.5 Master Hand over Acknowledgement

The AM sends this acknowledgement to the master with the fragment number as in Master Hand Over command that it received from the master. The AM uses the field indicating the number of fragments in master hand over command to know whether the entire online table is received. When the entire client table is received from the master, the AM starts off as the new master. It can issue new connection agreements to the clients before taking over, if necessary. The timeout period indicates the time for which the AM has decided to wait for the next fragment. The subcommand structure is shown in Figure 37.
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Figure 37. Master hand over ack subcommand

10.11 Online Device Address Table

Client devices use this command to obtain the identifications of all the currently online devices from the master. Additionally master must send broadcast this information every time when a new client joins the subnet. This information can be used to establish a connection with a particular device.

10.11.1 Online Device Address Table Request

Client devices use this subcommand to request the master for the online information. The time out period indicates the time within which the master is requested to respond. The client repeats the command or disconnects if the master does not respond within that time.
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Figure 40. Online Device Address Table Req/Ack subcommand

10.11.2 Online Device Address Table Request Ack

If the master can not send the table information to client within the time out period specified by the client, then it must send this subcommand as an acknowledgement. The master can indicate its own time out in this subcommand within which the master can send the requested information. The client waits for longer of the two time out indications before attempting to retry or disconnect.

10.11.3 Online Device Address Table Send

The online device address table can be fragmented into several fragments if the entire table does not fit into one command packet. The fields indicating the total number of online devices, number of fragments and the index of the current fragment are present in all the fragments of the command. This command can either be a unicast command or a broadcast command. When sent as a unicast command the master expects an ack from the destination device before sending the next fragment. The master uses the Time out period to re-send the fragment or abort the transmission of client table to a device in the absence of an ack from that device. An ack is not expected when the command is in broadcast mode with Target CS-ID being one of the reserved values as listed in section 2.2.1.5.
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Figure 41. Online Client Address Table Send subcommand

10.11.4 Online Device Address Table Ack

The client must acknowledge the reception of the online table and indicating the fragment number that it received. The time out period indicates the time for which the client waits for the next fragment.
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Figure 42. Online Device Address Table ack subcommand

10.12 Power Management

This command is used to inform and/or negotiate the power save parameters. The command structure is shown in  REF _Ref474125093 \h 
 and the subcommands are discussed in the following sections.

<Remaining text is yet to be inserted>

10.13 Retransmission

The retransmission command has three subcommands that are described in the following sections. The retransmission command is always sent from one specific device to another specific device in a command packet. The CS-IDs of the source and the destination devices are available from the command packet header or the sub-header if it is a command packet in broadcast mode.

10.13.1 Retransmission Request

This subcommand conveys the ack-window from the destination device to the source device.

The stream index is used to uniquely identify the stream for which the ReTx-Req subcommand is sent. Ack-win Begin Sequence number indicates the stream sequence number of the last Nacked packet. The Ack-win End Sequence number indicates the stream sequence number of the most recently received packet.

Packet-Rx-status is a Bitmap indicating the status of received packets from Ack-win Begin Sequence number to Ack-win end Sequence number. The bit value of ‘0’ indicates a positive ACK and ‘1’ indicates a negative ACK (NAck). The receive-status of the last NAcked packet, whose sequence number is Ack-win-Begin-Sequence-number, is indicated in the least significant bit of the Packet-Rx-Status field. The receive-status of the most recently received packet, whose sequence number is Ack-win-End-Sequence-number, is indicated in the last valid bit of the Packet-Rx-Status field. Note that this need not be the most significant bit of the Packet-Rx-Status field. The length of the Packet-Rx-Status field can be computed as the difference between the Ack-Win-End-Sequence-number and Ack-Win-Begin-Sequence-number, wrapped around if needed, and adjusted to the next byte boundary. Hence there could be some invalid bits at the most significant side of the Packet-Rx-Status after the bit representing the status for the packet whose sequence number is Ack-Win-End-Sequence-number.
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Figure 45. Retransmission Request subcommand

10.13.2 Retransmission Sequence Resync 

This subcommand is sent by the source device requesting the receiver to ignore the packets up to the specified sequence number in a stream. This is required when the source device fails to get Ack from the receiver and the maximum tolerable delay for that packet has expired. The subcommand structure is shown in Figure 46.

10.13.3 Retransmission Sequence Resync Ack

The destination device as acknowledgement to the reception of the Retransmission Seq-Resync subcommand from the source device sends this subcommand. The subcommand structure is same as that shown in Figure 46.
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Figure 46. Retransmission Fail subcommand

10.14 Stream Connection Management

This command is used to setup and tear down a stream connection between two devices in the network. There are several subcommands under this command and they are described in the following sections. All the subcommands in this category are designed to use the same subcommand structure shown in Figure 49.

If the requesting device also happens to be the source/transmitting device, it sends the stream connection request subcommand with all-zero stream index to the master. The direction bit is appropriately set to 0 to indicate that the device is the transmitter for the stream. The master estimates the required transmission time and sends accept/reject/negotiate subcommand accordingly. The source device can send stream connection negotiate subcommand to renegotiate the Qos parameters of the stream. In the stream connection accept subcommand the master issues the stream index. The source must use the issues stream index (>1) in all its future references to the current stream. Once the master accepts the stream into the network, the source device sends the connection request subcommand with the issued stream index to the receiving device can accept/reject the stream. The receiving device can also send negotiate subcommand with only the receiver or retransmission related parameters altered. The source device ignores the bandwidth or latency related parameters that are modified by the receiving device. In any case, the source device’s decision on the parameters is final.

If a device is requesting a stream to be transmitted from another device, the requesting device sends the stream connection request to the source device. The direction bit in the request is set to 1 to indicate the requesting device is a receiver for this stream. The source device performs the above described negotiations with the master while sending stream negotiate subcommand with all-zero stream index to the requesting device. The all-zero stream index received in the negotiate subcommand at the requesting device means the device needs to wait till the source device sends the same command with a valid stream index (>1) as issued by the master.

After the stream connection is established, the source device is expected to request the new transmission bandwidth, if required, using the CAG command.

10.14.1 Stream Connection Request

This subcommand indicates the desired characteristics of the stream to be established. The subcommand structure is shown in Figure 49.
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Figure 49. Stream Connection request subcommand structure for transmit or receive stream

The stream request identifier is a unique identifier used by the device that is sending this subcommand to identify the current stream. This identifier is always used in conjunction with the CS-ID of the requester. This identifier shall be used in all the connection establishment related communications for this stream.

The master always issues the stream index. The stream index is set to zero in all the stream connection subcommands meant for a stream whose index is not yet issued by the source device.

The stream info is a one-octet field containing type of the stream and the direction of the stream from the requesting device. The stream direction is a one-bit field that takes the value of 0 for Tx stream and 1 for Rx stream. The stream type is a 7 bit (B0-B6) field indicating the type of stream that is being established. The valid stream types are;

0 -> reserved (as this value in stream index is used for non-stream type data)

1 -> reserved (as this value in stream index is used for command packet)

2 -> voice

3 -> audio

4 -> video

5 -> Real time data (like time)

6 -> non-real time data

7-127 -> reserved

The Destination CS-ID/reason code field is used in two ways. First, in the stream connection request/negotiate subcommands from the device to the master, it is used to indicate the CS-ID of the destination device to which the stream connection is intended. This helps the master know the other device involved with the current stream. In all the stream reject/disconnect/ack subcommands this field is used to indicate the reason code for the action indicated.

The stream Qos parameters contain fields such as bit rates required, acceptable latency, priority of the stream, error correction required, security type and the retransmission requirements of the stream. If the connection request is for a stream to be received, the initiating device can suggest these parameters. The source device makes the final decision on these parameters considering the request from the receiving device.

The instantaneous rate variation of the stream is characterized by the minimum, maximum and average rates in Bytes/Sec provided by the source device. Additionally the source device provides information such as maximum burst size and average MAC packet size to better characterize the streams behavior. This information can be used by the bandwidth request/allocation mechanism to better cope with the changes in the instantaneous rate of the stream.

The latency requirements of the stream are indicated through the duration between transmissions and the maximum transmission delay variation. The duration between transmissions indicates the frequency at which the stream needs to be transmitted. The maximum transmission delay variation indicates the jitter allowed around the duration between transmissions without violating the latency requirements of the stream.

The priority is a 4 bit field thus allowing up to 16 priorities though only four priorities are defined currently. The security type is a 4 bit field. Following values of security types are defined currently.

0 -> Use no security mechanism

1-15 are reserved

The FEC Type is 8 bit field and hence allows up to 256 types of error protection/correction schemes. Following values of FEC types are defined currently.

0 -> Use CRC for the stream

1-255 are reserved

The maximum retransmission duration indicates the time over which the retransmission of the MAC packet is meaningless. The value ‘0’ in this field means no retransmission is required and all-one value means retransmission forever to provide completely reliable transmission of the stream. The receive-window from the source device is a request to the destination device. However the destination device makes the final decision on the receive window.

10.14.2 Stream Connection Negotiate

The stream connection negotiate is used by the destination device to suggest its own stream parameters. The subcommand structure is similar to that for Stream Connection request. If certain parameters in the stream connection request are not acceptable to the current device, it can insert its acceptable values in the corresponding fields of this subcommand. The requesting device must consider these parameters, though the decision of the source device is final. Upon such a decision, the requesting device should re-send its parameters. When this command is used for initial connection time negotiations, the stream index is either zero with valid stream request identifier or can be a valid, unique, non-zero value that was used issued by the master. The stream request identifier must be same as that in stream connection request subcommand.

This subcommand can also be used to negotiate a different set of stream parameters even after the stream connection is established and during the stream communication. The parameters that are sent from the source device are always final. The stream index in this subcommand must be valid, unique index for the stream that is being negotiated. When this command is used for re-negotiations, the stream index must be a valid, unique, non-zero value. The stream request identifier is ignored in this subcommand when used for re-negotiation.

10.14.3 Stream Connection Accept

The stream connection accept is the acceptance ack from the destination device. The subcommand structure is same as that shown in Figure 49. The stream identifier is same as that received in the “stream connection request” subcommand. The stream index must be a valid, unique, non-zero value.

10.14.4 Stream Connection Reject

The stream connection reject must be sent during the connection establishment if the stream connection is not acceptable. The subcommand structure is shown in Figure 49. The stream request identifier is same as that in stream connection request for that stream. The defined reason codes are;

0 -> Invalid stream/params

1 -> non-negotiable stream parameters

2 -> Resources unavailable

3 -> No Listen Entity

4 -> Listen Entity Busy or not responding or disconnected

5 -> Peer Response timed out

6 -> BW allocation timed out

7 -> BW allocation failure

8 -> Currently disconnecting from subnet

9 -> Stream connection can not be processed

10 -> too many streams

11 -> Lack of required security at the requestor

12 -> Lack of required security at the rejecting device

13 -> Not authorized to avail this connection

14 -> too many devices connected to this stream

15-255 reserved

10.14.5 Stream Disconnect

The stream disconnect must be sent when an already established stream needs to be disconnected. The subcommand structure is shown in Figure 49. The stream index in this subcommand must be valid, unique index for the stream that is being disconnected. The defined reason codes are same as those listed in section 10.14.4 for stream connection reject subcommand.

10.14.6 Stream Disconnect Ack

The stream disconnect ack must be sent for stream connection disconnect subcommand. The subcommand structure is shown in Figure 49. The stream index in this subcommand must be valid, unique index for the stream that is being disconnected.

11 Device registration

The device registration involves the following.

· Updating a list of registered clients at the master: This list enables the master to reject future connection requests from devices whose identity is unknown.

· Admitting a new device into the network by providing the subnet ID

· Designating the new device to be master or alternate master or client

It is assumed that the Device ID for each device is assigned and stored in the device during the manufacturing time.

<Some of the steps described below needs to be enhanced to incorporate the authentication mechanism, if any, chosen for registration purposes>

11.1 Registering a device as a designated master

User needs to provide the necessary information to the master device to derive a unique subnet ID. A vendor specific algorithm generates the subnet ID and stores it in the non-volatile memory of the device. The type of the device is marked as ‘master’.

11.2 Registering a device into an existing network

There are two ways of registering a new device that is not a designated as ‘master’ as described below.

11.2.1 New device registration through user involvement

The following steps are followed to register a new device into an existing network through user involvement.

· At the master: User needs to provide the device ID of the new device. The master device updates its (registered) client table and circulates the same among the known alternate master devices.

· User provides the unique subnet ID used by the master to the newly registered device

· Designate the device to be either alternate master or client.

After these steps the device can use the correct subnet ID and establish connection within the network. 

11.2.2 New device registration using open enrollment

The following steps are followed to register a new device into an existing network with minimal user involvement.

1. User instructs the master to look for new devices and the user makes the new device ON

2. The new device moves to the first channel and sends connection request packet in the reQuest slot. This step is exactly same as that for the registered devices trying to establish connection with the network, except that the new device uses an ALL-ONE subnet ID.

3. The master receives the connection request from the new device with ALL-ONE subnet ID in the reQuest slot.

4. The master notifies the user with the device ID of the new device and obtains the approval of the user. This step may be needed to avoid registering the wrong device into the network if there are multiple new devices in the vicinity trying to register themselves to different networks.

5. Upon user approval, the master provides the Subnet ID in its response to the connection request from the new device.

6. The new device receives and stores the subnet ID for all its future communication with this network.

12 Evaluation per the MAC Protocol Criteria
Most of the items covered in the MAC evaluation criteria have been covered in the above sections, and the items are scored by highlights in the following matrix.

	CRITERIA
	REF.
	
	Comparison Values
	

	
	
	-
	Same
	+

	Transparent to Upper Layer Protocols (TCP/IP)
	3.1
	FALSE
	TRUE
	N/A

	Unique 48-bit Address  
	3.2.1
	Not Qualified (required by 802)
	Essential
	N/A

	Simple Network Join/UnJoin Procedures for RF enabled devices
	3.2.3
	Extended procedure for joining network
	802.15.1 style join as specified in sections 8.10.6, 9.3.23 and 11.6.5.5
	Enhanced self-configuration of network

	Device Registration
	3.2.3
	Requires manual configuration
	802.15.1 style registration as specified in sections 8.10.7 and 11.6.5.1-4.
	Auto registration based on profile

	Minimum delivered data throughput
	3.3.2
	20 Mbps minus MAC overhead
	20 Mbps
	> 20 Mbps

	High end delivered data throughput (Mbps) 
	3.3.3
	20 – 39 Mbps
	40 Mbps
	> 40 Mbps

	Data Transfer Types
	3.4
	Asynchronous only
	Asynchronous or Isochronous
	Mixed Mode (Asynchronous &  Isochronous simultaneously)

	Topology
	3.5.1
	Point-to-Multipoint only
	Point-to-Multipoint &

Point-to-Point (with no Peer-to-Peer)
	Point-to-Multipoint,

Point-to-Point & 

Peer-to-Peer

	Max. # of active connections
	3.5.2
	< 7
	7 
	> 7

	Ad-Hoc Network
	3.5.3
	FALSE
	TRUE
	N/A

	Access to a Portal
	3.5.4
	FALSE
	TRUE
	N/A

	Master Redundancy
	3.6.2
	FALSE
	TRUE
	N/A

	Loss of Connection
	3.6.3
	FALSE
	TRUE
	N/A

	Power Management Types
	3.7
	Does not support power savings modes
	Supports 802.15.1 power savings modes as specified in sections 8.10.8.2-4 and 11.6.6.1-5
	Enhanced power savings modes

	Power Consumption of MAC controller (the peak power of the MAC combined with an appropriate PHY)
	3.8
	> 1.5 watts 
	Between .5 watt and 1.5 watts
	< .5 watt

	Authentication
	3.9.1
	No authentication
	802.15.1  style authentication as specified in sections 8.14.4 and 9.3.2
	Enhanced authentication at MAC layer

	Privacy 
	3.9.2
	No encryption
	Encryption as specified in 802.15.1 section 8.14.3 and 9.3.6
	Enhanced privacy at MAC layer

	Quality of Service
	3.9.2
	No provisions for QoS
	Equivalent to  QoS specified in 802.15.1 section 9.3.20 , 10.6.3 and 11.6.6.6
	Streams, 
priority,
Controlled latency/jitter bounds, Connection agreements, Dynamic bandwidth allocation, Error correction,
Selective retransmission, Dynamic channel selection


12.1 Justification for self evaluation of individual enhancements

Join/unjoin procedures: The proposed connection establishment and disconnection procedures are simple as they are automated to avoid any specific action by the user during the process. Additionally, the devices vote among themselves to choose a master and hence self configure the network.

The proposed device registration mechanism simplifies itself down to having a “learn” switch at the master and “Search/Register” switch at the client. Hence is simpler than the current mechanism in IEEE 802.15.1.

The proposed Qos mechanisms are stronger than those in IEEE 802.15.1 because of support for streams, based on connection agreements, dynamically negotiable bandwidth usage, controllable latency/jitter bounds, error correction, selective retransmissions per stream and priority services. Apart from these features, the dynamic channel selection helps in preserving the Qos by moving from severe channel to a better channel.

The proposed power management mechanism is better than that in IEEE 802.15.1 as it decentralizes the burden of power management to clients where ever possible, while retaining the master controlled power management for those (thin) devices that are not designed to handle the issues in power management.

The proposed authentication and privacy mechanisms are enhancements to the currently existing mechanisms in IEEE 802.15.1, hence are stronger and better than the same.
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