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Irregular Structured LDPC Codes
Victor Stolpman, Jianzhong (Charlie) Zhang, Nico van Waes
Nokia

Introduction:

Modern communication systems use Forward Error Correction (FEC) codes in an attempt to convey information
more reliably through channels with random events. One such FEC error control system use Low-Density Parity-
Check (LDPC) codes because of error correcting capabilities that rival the performance of the so-called Turbo-
Codes and for their applicability over a wide range of statistical channels [1,2,3]. In fact, some random irregular
LDPC constructions based on edge ensemble designs have error correcting capabilities measured in Bit Error Rate
(BER) that are within 0.05dB of the rate distorted Shannon limit for the AWGN channel [3].

Unfortunately, these random LPDC code constructions require long codeword constructions (on the order of 10°
to 10 bits) in order to achieve these error rates, and despite good BER performance, these random code
constructions often have poor Block Error Rate (BLER) performances. Hence, these random constructions do not
lend themselves well to packet-based communication systems. Yet another disadvantage of random constructions
based on edge distribution ensembles is for each codeword length another random construction is needed. Thus,
communication systems employing variable block sizes (e.g. TCP/IP) would require multiple code definitions that
could consume a significant about of non-volatile memory storage for a large combination of codeword lengths
and code rates.

An alternative to random LDPC construction is structured LDPC constructions that rely on a general algorithmic
approach to constructing LDPC matrices and require much less non-volatile memory than random constructions.
Thus, the problem is to design irregular structured LDPC codes that have good overall error performance (both
BER and BLER) for a wide range of code rates and block sizes with attractive storage requirements. The result of
such LDPC codes is a better performing communication system with lower cost terminals. These factors make
such a FEC attractive for application over a wide range of products including but not limited to IEEE802.16 and
IEEES802.11n compliant products.

Thus, this exact description below for LDPC code construction succeeds at solving the above said problem while
out performing competing solutions [4] in overall error performance for similar block sizes and iterations without
the non-volatile memory requirements of randomly constructed codes.

Seed Matrix, Spreading Matrices and the Expanded LDPC Matrix:

In this section, we describe and define the binary “seed” parity-check matrix Hgg., of dimension

((N seep — Kserp )x Nggep ) with the code rate defined as Kz, /Nopep - Simply, the seed matrix Hgg, is a starting
matrix used to generate expanded LDPC parity-check matrices H through a spreading process. In the
“Simulation Results” section, we specifically define three seed matrices for code rates 1/2, 2/3, and 3/4 of

dimensions (26 X 52), (20 X 61), and (14 x5 6) respectively that solves the earlier stated problem definition. Also it
is important to note that these given seed matrices are nearly upper triangular, and as a result all expanded LDPC
matrices using these seeds in the following described approach will also have a nearly upper triangular construction
that lend themselves well for encoding purposes (i.e. near linear encoding complexity with respect to codeword
length) [5].

The purpose of these seed matrices is to identify the location and type of sub-matrices in the expanded LDPC
parity-check matrix H constructed from expanding H.., with a given set of spreading matrices where all
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elements of the set are of dimension (N sPREAD X VspREAD ) The ones in Hg;, determine the location of sub-
matrices in the expanded matrix H that contain a spreading matrix from the following set of matrices

o 0 1 2 p-1 |
{)SPREAD s Psprean s Psprean s Psprean s K, Psrrean J

where p is a positive prime integer (to be define specifically later), Pgpr..p denotes the all zeros matrix 0 (i.e.

oo

P iap = 0 where every matrix element is a zero), Pgpepap = I is the identity matrix, Plpppsp is @ full-rank

. . ) _pl 1 .. . p-1 _ 1 -1 .
permutation matriX, Pgpreap = Psprean Pspreap » and so on in like fashion up to Pgpp.p = (PSPRE AD )7 . Specifically,

we define P, here as the single circular-shift permutation matrix, e.g. for Ngpgeap =3

0 0 0 0 1T
1 0000
Pl =10 1 0 0 0.
00100
000T1 0

The zeros in Hg,, indicate the location of the sub-matrix Pgp,, =0 in the expanded matrix H. Thus, the
expanded LDPC matrix H is of dimension ((N -K)xN ) where N = NgpreapNseep and K = NgprpapKopep With
sub-matrices consisting of permutation matrices of dimension (N spREAD X VspREAD ) raised to an exponential power
from the set of {0,1,..., p —1,} , or simply in matrix form

£ Fio Fi Ngeep
PSPREAD PSPREAD L PSPREAD
Fy B, FZ«NSEED
H — PSPREAD PSPREAD L PSPREAD
Foy Fx Fy ~
(NSEED -KSEED ) (NSEED ~KSEED ),2 (NSEED ~KSEED )-NSEED
l)SPREAD PSPREAD L PSPREAD

where F, €{0,L,..., p~1,0} for i = 1,2,K ,(Ngzup — Kegep ) and j =1,2,K , Ny . In matrix form, the final
exponential matrix is

Fvl 1 E,Z L L Nsgep
F = £y, £y, L F) Moo
M M 0] M

L

F‘(NSEED_KSEED )!l F‘(NSEED _KSEED )’2 F‘(NSEED_KSEED )!NSEED

1

and is of same dimension as the Hgg, , ((N seep — Kseep )x Nggrp ) The selection of the F; ; matrix elements of the

set {0,L,..., p —1,0} uses Hgg,, and is described further in the following section.
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Exponent Matrix Construction:

Specifically, let p be defined as the smallest prime integer that satisfies both Ny +2 < p and Ngpppap = p . We
then define an interim exponent array matrix as

E2>2 E253 E254 L 2’(NS}‘_H[)_KSE}‘_D) L Ez’(NSHH])+1)
E3>1 E372 E353 L 35(Nsl‘:}‘_[) _KSHED_I) L 35NSHHI)
= o0
EEXPONENT - E4,1 E4 2 L 4,(Nsgep—Ksgep—2) L E4~(NSEEI)_1)
[0.¢] o¢] o¢]
L (Nsgep —Ksgep +1),1 L E(NSEED -Kggep +1),(Ksgep +2) |

where £, , =(i-1)(j-Dmod p.
Finally, we construct the exponential matrix F used in the expanded LDPC matrix H by replacing each one in
H.., with the corresponding matrix element (i.e. same row and column) in the interim exponent matrix

E . ponent » @and we replace each zero in H, with . Thus, the elements of F belong to the set {0,1,..., p —1,%}

when using modulo- p arithmetic in the construction of E ;yponenr -

A Small Construction Example:
For example purposes only, let

HSEED = thus NSEED =6,

S O = =
S = = O
_ = O O
S O = =
_o = O
_——= O O

and let
0 0 1
PSIPREAD =|1 0 O]thus N, SPREAD 3,
01 0

so p =11 is the smallest prime number that satisfies the specified conditions Nggp, +2 < p and Ngpppap < P -
Then, the interim and final exponent matrices as defined above are

1 2 3 4 5 6 ] © © 4 o o

E _ 0 2 4 6 8 10 and F — 0 2 o 6 8 «x
EXPONENT = | 3 6 g v 0 3 w o 1|

o oo 0 4 8 1 ©o oo 0 o & 1

and the expanded LDPC matrix is
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S O O O O o o = O = O O
S O O O O O = O O o o
S O O O O = = O O O O O
S O O O = O O O = O O O
S O O = O O O = O O O O
S O = O O = O O O O O O
S = O O = O O O O O o O
-0 O = O O O O O O o o
S O O O O O O O = O = O
S O O O O O o = O = O O
S O O O O O = O O O O =
_ o O O O O = O O O o o
S O B O O O O O = O O O
S —, O O O O O = O O O o
S —, O O = O O O O o o o

_ O O = O O O O O o o o
oo = O O = O O O O O 9

'c oo 00 o o o~ o —~ o

Structured Puncturing:

In this section, we introduce a “seed” puncture-degree sequence dggg,, of dimension (L1 x 1)
N BTORE T )
dSEED,l = [dl dz L dLI

where each element d” indicates the degree of a variable node corresponding to a codeword element to be
punctured in the code defined by Hgg., . We expand this seed puncture sequence to create an expanded
puncture-degree sequence ppqree Of dimension ((LlN /Negen )x 1) that contain the variable-degrees

corresponding to the columns of the expanded parity-check matrix H of dimension ((N -K)xN )

ngGREE =d§EED,1®1 lx( Iy ]) =|lp P, L p(LlNJ

NSEED NSEFD

where each element p, indicates the degree of a variable node corresponding to a codeword element to be

punctured in the expanded code defined by H and ® represents the Kronecker product. To offer more
flexibility in degree selection, multiple seed sets can be used dg;,,, of possible different dimensions (Lm X 1) for

m=12K M

dggep,, = [dl(m) dém) L dg:)] for m=12K ,M
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corresponding to the degrees to puncture in an intermediate expanded parity-check matrix H,, of dimension
(m(N seep — Ksgep ) X MNgpen ) where Ngppeap = . Although there is no limit on the maximum value of m , it is

desirable to keep storage costs low and hence keep M as a small number (in this report we have used
me{,2,3,4,5}).

Then, the expanded puncture-degree sequence pppcpe: Of dimension ((Lm N/mNgp )x 1) can be constructed in a

similar fashion as above that contains the variable-degrees corresponding to the columns of the expanded parity-
check matrix H of dimension ((N -K)xN ) where N/mNg,, is a positive integer.

mNgggp
Sl a La Bl ol gl]
()
440 s ka0 4K 480 Fa 59449 4% 0 4545 4% d(m)]
()

ngGREE = dgEED,m ®1(1x( N )]

mNsgep

pn p L p( L”’N]

where each element p, indicates the degree of a variable node corresponding to a codeword element to be

punctured in the expanded code defined by H.

The degree-puncture sequence p e 1S then mapped to variable node-puncture nodes v, Where each
element v, has the degree p, for i =1,2,K ,(L, N /mNgyp ),

T T
Poeoree — Vooe = V1 V2 L V( LN )

mNsgep

L N

where v, € ﬂ,2,K , N } for i =1,2,K ,( ) and elements from the set {I,Z,K ,N } occur at most once with in
m SEED

the variable node puncture sequence v, (i.e. cannot puncture the same codeword element twice). Although
further optimization can be done in the future, for this document the mapping approach used the very first

variable-nodes (starting in the left most column of H and moving right) that have degrees corresponding to order
of degree elements in P cpek -
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In order to achieve a particular effective code rate from a mother code H of dimension ((N - K)x N), say
K
EFF = 5 wWhCre sl IN 5 Ly MUV gpep or m=L2sIN, >
R N_P here PE0,1,2,K ,(L _N/mN, fi 1L,2,K , M

we use the very first P elements of v}, (i.e. |:vl v, L v, ]) to puncture code word elements. This nested

structure to puncturing, reduces storage complexity and can achieve all the possible code rates, i.e.

REFFe 57 K s K ,K, K 9£
N'N-U'N-2" "K+I'K

provided v, is long enough. By puncturing codeword elements, there is no need to change the connective net

for multiple code rates given that the effective code rate is within the mother codes capability (i.e.
implementation friendly). Of course, there is a useful range of code rates of which outside performance will
suffer as with most punctured error correction codes.
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Rate 1/2 Irregular Seed Parity-Check Matrix:

[1000000000000000000000000110010000010000000100010001 ]
1100000000000000000000000001001000100000000001001100
0110000000000000000000000000000110000000010010100010
0011000000000000000000000011000000000010000010001010
0001100000000000000000000010100000001000001000100001
0000110000000000000000000000100100000100000001010100
0000011000000000000000000000000001000000100001110001
0000001100000000000000000000000000000001000010001110
0000000110000000000000000000001000100000000100100010
0000000011000000000000000000000000000010010010010100
0000000001100000000000000000000000000100001001001001
0000000000110000000000000100000001000000000000011011
0000000000011000000000000000000000000001000011100100
0000000000001100000000000000010000001000000100001010
0000000000000110000000000000000010000000001001100001
0000000000000011000000000000000001000000100010010100
0000000000000001100000000000000000010000000001010101
0000000000000000110000000000000100000000000010101010
0000000000000000011000000000100000000000010010001001
0000000000000000001100000000010000000100000001010100
0000000000000000000110000000001000001000001000100010
0000000000000000000011000001000000000010000000011010
0000000000000000000001100000000000000000000011100101
0000000000000000000000110000000010000001010000010100
0000000000000000000000011000000000010000000101001010
0000000000000000000000001100000000100000100010100001

HSEED,53 =
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Rate 2/3 Irregular Seed Parity-Check Matrix:

[1000000000000000000101000000000001000000000010100001010011101
1100000000000000000000000100010000010000010000000011011100010
0110000000000000000000000010001000000100000100010000110011100
0011000000000000000000101001000000010000100000001001100100001
0001100000000000000000100000100000000100001000010011001001010
0000110000000000000010000000000001000000000001000001011010111
0000011000000000000000000100001000010000000000000101110100101
0000001100000000000000001000000000000010010000000010110101110
000000011000000000000001100000010010000000000000100001101001 1
0000000011000000000001000001000000100000000000000110101010101
SEEDSI 1 000000001 100000000000000001000100001000100000100001000101011
0000000000110000000000000000010000000010000000000011011011101
0000000000011000000000100010000000000010000001000010110101100
0000000000001100000000000000001101001000001100000000101101000
0000000000000110000000010010010000000001000100000010001011010
0000000000000011000010010000000010001000000000000010110110010
0000000000000001100001000000100000100100000001000011001100001
0000000000000000110000000000000010000001000000111110000010110
0000000000000000011110000100100000000000011000000001101100000
0000000000000000001100000000000010000001100010000000100011111

H
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Rate 3/4 Irregular Seed Parity-Check Matrix:

110000000000001001000000001001111000000000100100110111010]
11000000000000000110001110000000100000000000001011011111
01100000000000100010000000100000010000001000001111101111
00110000000000000000100000001100000100000010000111111111
00011000000000001001010100010001000010000100010101100101
00001100000000100000001000001000001000100001001111011110

- _|00000110000001000100000010100010010011000000001110110001

SEEP0100000011000000000000101001000000001000010000001011111111
00000001100000100010010010010100000101000011001100000011
00000000110000010001000000000001110000010000001111111010
00000000011000001100000000000000001110101000011001101101
00000000001100010000100100100010000001110000000101010111
000000000001 10000001000000010000000000001110001111111110
00000000000011010000010001000000100000000001111010111101

10
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Simulation Results:

The proposed codes are evaluated and compared with Samsung’s structured codes [4]. The results are organized
into two subsections. The first subsection includes the results for a minimal set of length n=1152, rate r = 1/2
code, n =1728, r=2/3 code and n = 2304, r= 3/4 code. The second subsection includes the additional results
required for the structured codes, including, r=1/2, n=576, 1728, 2304 codes; r = 2/3, n= 576, 1152, 2304 codes
andr = 3/4, n =576, 1152, 1728 codes. All simulations used 50 iterations of the conventional Sum-Product-
Algorithm (SPA).

Since our current seed matrix sizes are not exact multiples of 48 (this can easily be changed in future version under
this construction scheme) our codes do not match the above “nominal” code rates and block sizes at the same
time. Instead, here we present two sets of codes with rates/code word lengths close to these nominal values. The
first set matches the code rate requirement, and they are represented by the red curves in the plots. These are
designed to match the nominal code rates at the expense of slightly longer or shorter codeword lengths. The other
set matches the codeword length requirement, and they are represented by the black curves in the plots. These used
a mother code exceeding the length requirement and punctured to match the nominal code word lengths while
allowing for slightly higher deviations from the nominal code rate.

At the end, additional simulation results for various punctured sets are included as to show demonstrate the rate-
compatibilities of these codes. These sets are constructed via structured puncturing use an irregular structured
mother code generated from the seed matrices and a puncture-degree sequence.

11
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Minimum Set of Simulations
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—= Nokia length 1144 code, Rate 0.500
N —s+— Nokia length 1152 code, Rate 0.519
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L —< Nokia length 1708 code, Rate 0.672
rrrrrrrrrrr -| —%— Nokia length 1728 code, Rate 0.688
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Figure 2. Performance of n=1728,

r = 2/3 code. AWGN channel, BPSK.
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—5 Nokia length 2296 code, Rate 0.750
---+| —s— Nokia length 2304 code, Rate 0.766

IEEE C802.16e-04/264

Figure 3. Performance of n=2304, r = 3/4 code. AWGN channel, BPSK.

Additional Set of Simulations

r=1/2,n=576, 1728, 2304

1 -/ Samsung length 576 code, Rate 0.500
< | —= Nokia length 572 code, Rate 0.500
rrrrrrr £ Nokia length 576 code, Rate 0.542

Figure 4. Performance of n=576, r = 1/2 code. AWGN channel, BPSK.

13
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Lo

& —= Nokia length 1716 code, Rate 0.500
_s. Nokia length 1728 code, Rate 0.512

Figure 5. Performance of n=1728, r = 1/2 code. AWGN channel, BPSK.

100 B o o s e T oo T =
: _5— Samsung length 2304 code, Rate 0.500 |7
,,,,,,,,,,,,,,,, —=— Nokia length 2288 code, Rate 0.500 ]
rrrrrrrrrrrrrrrr _s Nokia length 2304 code, Rate 0.508 4

10N E

1021

[EIENET]

Figure 6. Performance of n=2304, r = 1/2 code. AWGN channel, BPSK.
r=2/3,n=576, 1152, 2304

14
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Figure 8. Performance of n=1152, r = 2/3 code. AWGN channel, BPSK.
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—¢5 Nokia length 2318 code, Rate 0.672
| —%— Nokia length 2304 code, Rate 0.676

Figure 9. Performance of n=2304, r = 2/3 code. AWGN channel, BPSK.

r=3/4,n=1576, 1152, 1728

—» Nokia length 560 code, Rate 0.750
_s Nokia length 576 code, Rate 0.802

Figure 10. Performance of n=576, r = 3/4 code. AWGN channel, BPSK.
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Figure 12. Performance of n=1728, r = 3/4 code. AWGN channel, BPSK.
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Rate-Compatible Simulations:

Rate 1/2 Mother Code:

100 e N (N N

Rate 0.500, N=2340, K=1170
Rate 0.527, N=2221, K=1170
Rate 0.557, N=2101, K=1170
Rate 0.591, N=1981, K=1170
Rate 0.629, N=1861, K=1170
| A Rate 0.672, N=1742, K=1170
"""""""" < Rate 0.721, N=1622, K=1170
Rate 0.779, N=1502, K=1170

I

[ A

N | . Rate 0.847, N=1382, K=1170

S . %7 | - Rate 0.927, N=1262, K=1170

Ll

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

Figure 13: Rate 1/2 mother code using Ngap =45 and the following nested seed puncture-degree sequence.

dSEED,S =[109105 109105 105 109105 109105 109109 49105 45 49 45 49 49 45 45 45 4) 49 49 49 49 45 393a35 393935 393935 35 35
3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,2,3,2,3,2,2,2,3,3,2,3,2,2,2,3,2,3,2,3,2,2,3,2,3,2,3, 2,
2,2,3,3,2,2,2,3,2,2,3,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,3,10,10,2,3,2,3,2,10,10]"

18
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Rate 2/3 Mother Code Example:

Rate 0.672, N=1769, K=1189 [
Rate 0.694, N=1714, K=1189
Rate 0.717, N=1658, K=1189
Rate 0.742, N=1602, K=1189
Rate 0.769, N=1546, K=1189
Rate 0.797, N=1491, K=1189
Rate 0.829, N=1435, K=1189 |
Rate 0.862, N=1379, K=1189
Rate 0.899, N=1323, K=1189
Rate 0.938, N=1267, K=1189

Figure 14: Rate 2/3 mother code using Ngpreap =29 and the following nested seed puncture-degree sequence
dgypp, =[10,10,3,3,3,3,3,2,3,3,2,3,3,2,2,2,2,10]

19



2004-09-20 IEEE C802.16e-04/264

Rate 2/3 Mother Code Example:

100 = <L Pl = = Ly e e Al W = e e e
. Rate 0.672, N=2318, K=1558

Rate 0.694, N=2245, K=1558
Rate 0.718, N=2171, K=1558
Rate 0.743, N=2097, K=1558
Rate 0.770, N=2023, K=1558
Rate 0.799, N=1950, K=1558
Rate 0.830, N=1876, K=1558
R Rate 0.865, N=1802, K=1558
""""""""""""""""""" A Rate 0.902, N=1728, K=1558
3 Rate 0.942, N=1654, K=1558

Ll

4 bhpod

L

2

Figure 15: Rate 2/3 mother code using Ngypap = 38 and the following nested seed puncture-degree sequence

dg.p, =[10,10,10,3,3,3,3,3,3,3,3,3,3,3,3,3,2,3,2,3,3,3,2,3,3,2,3,2,2,2,2,2,2,10,10,3]"

20



2004-09-20

Rate 3/4 Mother Code Example:

IEEE C802.16e-04/264

10°

10

10°

10°

Rate 0.750, N=2352, K=1764
Rate 0.768, N=2297, K=1764
Rate 0.787, N=2242, K=1764
Rate 0.807, N=2186, K=1764
Rate 0.828, N=2131, K=1764
Rate 0.850, N=2076, K=1764 |4
Rate 0.873, N=2020, K=1764 |§
Rate 0.898, N=1965, K=1764
Rate 0.924, N=1910, K=1764
Rate 0.951, N=1854, K=1764

Figure 16: Rate 3/4 mother code using Ngpprap, = 42 and the following nested seed puncture-degree sequence.

dggen5 =[10,10,10,3,3,3,3,3,3,3,3,3,3,3,2,3,3,2,3,3,3,2,10,2,3,2,3,2,3,2,2,2,2,2,2,10, 21"
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