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Overview
This document describes methods of assessing coexistence of wireless networks. The methods apply to both licensed and unlicensed wireless networks; however, there is a focus on unlicensed wireless networks.  The reason for this focus is that unlicensed wireless networks do not operate in spectrum dedicated for use by the network.  The spectrum in which unlicensed wireless networks is shared by multiple wireless networks that may be design to a different standards or specifications. This results in a less controlled spectrum usage.  However, unlicensed has been shown to be very useful and has resulted in many innovative wireless networks.
Given that wireless networks often share spectrum with other wireless networks it is important to be able to evaluate how effectively these wireless networks share the spectrum.  The various wireless networks may be designed according to a common specification or standard in which case we have a homogeneous coexistence scenario or they may be designed according to different standards or specifications in which case we have a heterogeneous coexistence scenario. The homogeneous coexistence scenario is a more controlled situation and hence tends to be less of an issue. On the other hand, the heterogeneous coexistence scenario is a less controlled situation.  The most challenging situation is that of the heterogeneous coexistence scenario operating in unlicensed spectrum since it combines the less controlled situation of two dissimilar wireless networks with the less controlled operation in unlicensed spectrum.

Hence the focus of this document is on the heterogeneous coexistence scenario in unlicensed spectrum.  Many of the methods described in this document may also apply to the homogeneous coexistence scenario or the operation in licensed spectrum.
The scope and purpose of this recommended practice is in Subclauses 1.1 and 1.2, respectively.
AUTHORS NOTE: SCOPE IS COPIED FROM THE PAR AND WILL NOT CHANGE
Scope
This Recommended Practice describes methods for assessing coexistence of wireless networks. The document defines recommended coexistence metrics and methods of computing these coexistence metrics. The focus of the document is on IEEE 802 wireless networks, though the methods developed here may be applicable in other standards development organizations and development communities.
AUTHORS NOTE: PURPOSE IS COPIED FROM THE PAR AND WILL NOT CHANGE

Purpose

The purpose of this document is to recommend methods to evaluate the coexistence of wireless networks.
Normative References
The following referenced documents are indispensable for the application of this standard. For dated references, only the edition cited applies. For undated references, the latest edition of the referenced document (including any amendments or corrigenda) applies.
IEEE Std 802.11, Wireless LAN Medium Access Control (MAC) and Physical Layer (PHY) specifications, 1997
IEEE Std 802.15.2-2003, Coexistence of Wireless Personal Area Networks with Other Wireless Devices Operating in Unlicensed Frequency Bands, 2003

Definitions
This clause contains definitions of terms used in this document.  Definitions of recommended coexistence metrics can be found in Clause 9.
Channel: A continuous frequency segment within the frequency band of operation.

Dynamic frequency selection: A method used by a wireless network for selecting the channel of operation so as to avoid interference with another wireless system.

Exposed Node: A wireless node (station) whose transmission cause a listen-before-talk protocol to classify the medium as busy when in fact the channel is idle.

Hidden Node: A wireless node (station) whose transmission cause a listen-before-talk protocol to classify the medium as idle when in fact the channel is busy.

Keep-out region: A geographic region encompassing the primary wireless system, within which the secondary system cannot operate in the same channel as channel occupied by the primary wireless system.

Packet Error: A packet error is when a station sends a packet to another station within the network and the other station does not receive the packet without error.  For the receiving station to receive the packet without error it must receive the packet and correctly decode the cyclic redundancy check.

Probability of detection: The probability that a signal is detected in a given channel given that the signal is present in the channel.

Probability of false alarm: The probability that a detectors indicates that a signal is present in a given channel, when if fact there is no signal in the channel.

Sensing Time: The time that a wireless network observes a channel in order to decide if that channel is occupied by another wireless system.

Station: A member of a wireless network, also sometimes called a node.
Abbreviations and Acronyms

	DFS
	Dynamic frequency selection

	LBT
	Listen Before Talk

	PER
	Packet Error Rate

	PD
	Probability of detection

	PFA
	Probability of false alarm

	TS
	Sensing Time


General Description

Assessing the coexistence of two wireless networks consists of three steps.  The first step is to develop a description of the coexistence scenario.  This scenario description provides enough detail about the two networks to enable a quantitative evaluation of the coexistence of the two networks. The second step is selection of a coexistence metric which measures how effectively the two wireless networks coexist.  The final step is the evaluation of the coexistence metric in the context of the coexistence scenario.
There are a variety of coexistence scenarios that can be used to model real-life situation.  In many cases a simplified model can be used which gives insight into how two network in a more complex scenario will coexist.  There are also a variety of coexistence metrics that can be used to gauge how well two wireless networks coexist.  Finally, there are a variety of methods of evaluating a coexistence metric.  Most of the methods for evaluation of coexistence metrics consist of simulation techniques, analytic techniques or some combination of the two.
Structure of the Recommended Practice

Subclause 1 is overview of the recommended practice including the scope and purpose.  Clause 2 contains the normative references. Definitions of terms used in the recommended practice are contained in Clause 3 while abbreviations and acronyms are contained in Clause 4. Clause 5 is a general description of the recommended process for coexistence assessment.

The recommended procedure for a coexistence assessment is giving in Clause 7.

 A number of recommended coexistence scenarios are given in Clause 8.
A list of recommended coexistence metrics are given in Clause 9.  
Recommended methods for evaluating coexistence metrics are given in Clause 10.  
A bibliography is provided in Annex A.

Examples of the three step process recommended in this document are given in Annex Error! Reference source not found. through Error! Reference source not found..
Recommended Procedure for a Coexistence Assessment

Subclause 7.1 specifies which coexistence scenario to use based on the real-life coexistence situation that is to be modeled.  Subclause 7.2 specifies which coexistence metric, or metrics, to use in the coexistence assessment.  Subclause 7.3 specifies which method of evaluation to use in the coexistence assessment.
Select a Coexistence Scenario

Table 1 lists the coexistence scenarios included in this recommended practice and under which conditions each coexistence scenario should be used.
	Coexistence Scenario Number
	Coexistence Scenario Title
	Recommendation

	1
	Two Small Networks
	Should be used when the interference between the two networks is dominated by a single node in each network. This situation often occurs when a single node in one network comes into close proximity with a single node in the other network

	2
	Two Large Networks
	Should be used when the interference between the two networks is due to the aggregated effects of multiple stations within each network

	3
	Dynamic Frequency Selection
	Should be used to evaluate the effectiveness of the dynamic frequency selection technology used in one of the networks

	4
	Listen Before Talk
	Should be used to evaluate the listen before talk technology used in one of the networks


Table 1: Recommended Coexistence Scenarios
Select a Coexistence Metric

A coexistence metric should be selected that best measures the effects of interference of interest to the user application.  Multiple metrics are available and one or more can be selected for a given coexistence scenario. Table 2 lists the coexistence metrics provided in this document and a recommendation under what conditions each metric should be used.
	Coexistence Metric
	Recommendation

	Packet Error Rate
	Packet error rate should be used as a coexistence metric in several conditions

· In applications in which the performance metrics of interest depend packet error rate.  In those cases PER is a good indication of other higher layer metrics, like throughput and latency
· In delay sensitive user applications that are sensitive to packet loss (e.g. voice and video)

	Throughput
	Throughput should be use as a coexistence metric when the user application performance depends directly on link throughput.  Examples include
· File transfer

· 

	Latency
	Latency should be used as a coexistence metric in conditions in delay sensitive user applications, like voice and video

	DFS Sensitivity
	DFS sensitivity should be used as a coexistence metric when evaluating the effectiveness of the DFS capability in a DFS-enabled wireless network

	Exposed Node Probability 
	Exposed node probability should be used as a coexistence metric when evaluating the effectiveness of a listen before talk protocol

	Hidden Node Probability
	Hidden node probability should be used as a coexistence metric when evaluating the effectiveness of a listen before talk protocol


Table 2: Recommended Coexistence Metrics
Select a Method to Evaluate the Coexistence Metric

For each coexistence metric there is at least one method that is recommended to evaluate that coexistence metric.  Table 3 lists the recommended methods for evaluation of each of the coexistence metrics and describes under what conditions each method is to be used.
	Method Number
	Method of Evaluation Title
	Recommendation

	1
	Estimation of PER in Small Network
	This method should be used to estimate the value of the packet error rate in the coexistence scenario of two small networks

	2
	Estimation of PER in Large Network
	This method should be used to estimate the value of the packet error rate in the coexistence scenario of two large networks

	3
	Estimation of throughput in Small Network
	This method should be used to estimate the value of the link throughput in the coexistence scenario of two small networks

	4
	Estimation of throughput in Large Network
	This method should be used to estimate the value of the link throughput in the coexistence scenario of two large networks

	5
	Estimation of latency in Small Network
	This method should be used to estimate the value of the link latency in the coexistence scenario of two small networks

	6
	Estimation of latency in Large Network
	This method should be used to estimate the value of the link latency in the coexistence scenario of two large networks

	7
	Estimation of DFS Sensitivity
	This method should be used to estimate the value of the DFS sensitivity in the DFS sensitivity scenario

	8
	Estimation of Exposed Node Probability
	This method should be used to estimate the probability of an exposed node in the listen before talk coexistence scenario

	9
	Estimation of Hidden Node Probability
	This method should be used to estimate the probability of an hidden node in the listen before talk coexistence scenario


Table 3: Recommended Methods to Evaluate Coexistence Metrics
Coexistence Scenarios

This clause contains a number of recommended coexistence scenarios that can be used to model real-life situations.  The coexistence scenarios do not include all possible situations that can occur in real-life however they do include a broad range of scenarios that cover many of the real-life situations.
The scenarios generally consist of two wireless networks, typically labeled Network A and Network B. Typically these two networks are design according to two different standards or specifications, hence these are typically heterogeneous coexistence scenarios.

  In some of the scenarios each network consists of few stations while in other scenarios there are many stations in each network.  These different scenarios can be used to investigate different real-life situations. If the interference from one network to another network is dominated by the interference between one station in Network A and one station in Network B it is recommended to use a coexistence scenario 1.

 If on the other hand the interference is not dominated by a few networks but is in fact determined by the aggregate interference between these networks, then it is recommended to use a coexistence scenario 2.
There are also scenarios that focus on a specific capability of one network to coexist with another network.  Such systems adapt their behavior so as to better coexist with other networks.  This adaptation can include selection of the frequency of operation, modifications to the timing and duration of transmission or other adaptations.
 Coexistence scenario 3 is recommended for modeling of dynamic frequency selection (DFS) networks. A DFS-enabled network observes (senses) the spectrum within a band of frequencies and selects it channel of operation based on the results of the sensing. A DFS-enabled network monitors the spectrum and changes it channel of operation depending on spectrum activity.
Coexistence scenario 4 is recommended for modeling listen before talk (LBT) networks.  An LBT network observes (senses) the channel it is operating on to determine if the channel is currently occupied and based on that observation it decides whether to transmit.
Coexistence Scenario 1 – Two Small Networks
This coexistence scenario is recommended for situations in which the interference between two different networks is dominated by interference from a single station in one network and a single station in another network.  One possible cause of this dominate interference is close physical proximity between one station in Network A and one station in Network B.
The geometry for this coexistence scenario is show in Figure 1.  In this coexistence scenario the interference between Network A and Network B is dominated by the interference between the station at the origin and the station at location
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This scenario occurs when both one of both of the stations dominating the interference is portable or mobile, and as a result of this portability these two stations come into close proximity.

In this scenario the distances L, d and e must be specified.  In this scenario Network A is the interfering network and Network B is the victim network.  The distance L is specifies the separation between stations in Network A.  It is recommended that this distance be 90% of the range of Network A.  This value for L represents a close to worst case value.
The value of the distance d is varied so as to be able to evaluate the impact of interference from Network A on Network B.  The value of distance e is significantly larger than distance d, so that the interference from Network A is dominated by the station at location
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Figure 1: Geometry of Coexistence Scenario 1
In addition to specifying the geometry of this coexistence scenario there are a number of other parameter that must be specified.  The following are parameters that are required to specify this coexistence scenario.

1. Transmit power, in dBm, for each station in Network A
2. Transmit power, in dBm, for each station in Network B
3. Signal bandwidth for Network A
4. Signal bandwidth for Network B
5. Center frequency for Network A
6. Center frequency for Network B
7. Traffic statistics for Network A
8. Traffic statistics for Network B
9. Data rate(s) for Network A
10. Data rates(s) for Network B
The traffic statistics is best represented by a probability mass function for the packet payload.  This probability mass function can be represented in a table. Table 4 illustrates a representation of the traffic statistics probability mass function.
	Number of Bytes in Payload
	Probability
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Table 4: Probability mass function of traffic statistics
Each of the networks may support one or more data rates.  A list of these data rates is required.

Coexistence Scenario 2 – Two Large Networks
When the interference between networks is not dominated by interference between two stations this coexistence scenario should be used as a model.  In this coexistence scenario there are two networks: Network A and Network B.  Each network consists of a number of stations.  The interference at any station is modeled as a combination of the interference from multiple stations.  In this coexistence scenario the interference is modeled as an aggregation of the individual interference signals.
The geometry of Coexistence scenario 2 is shown in Figure 2.  Each network consists of a number of stations.  The stations are distributed thought a region.  In many situations there is a station to which all other stations in the network communicate with directly.  In this document that station will be called the primary station.  In specific technologies this primary station may be referred to as the base station, access point or network master.  Specification of this coexistence scenario requires the following parameters,
1. Number of stations in Network A
2. Number of stations in Network B
3. Operating region of Network A
4. Operating region of Network B
5. Location of primary station in Network A (typically at the center of the operating region)

6. Location of primary station in Network A (typically at the center of the operating region)

7. Spatial distribution of stations in Network A
8. Spatial distribution of stations in Network B
9. Transmit power, in dBm, for each station in Network A
10. Transmit power, in dBm, for each station in Network B
11. Signal bandwidth for Network A
12. Signal bandwidth for Network B
13. Center frequency for Network A
14. Center frequency for Network B
15. Traffic statistics for Network A
16. Traffic statistics for Network B
17. Data rate(s) for Network A
18. Data rates(s) for Network B
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Figure 2: Geometry of Coexistence Scenario 2
There are several parameters in this coexistence metric that are not parameters in Coexistence Scenario 1.  First, one must specify the number of stations in both Network A and Network B.  Next one must specify the coverage area of Network A and Network B.  The recommended method for selecting the radius of the coverage area is to perform a link budget calculation for each network at the lowest data rate to calculate the allowed path loss.  Then from the allowed path loss calculation find the distance at which that path loss occurs by inverting the path loss formula.

Coexistence Scenario 3 – Dynamic Frequency Selection
The DFS coexistence scenario consists of a two wireless networks.  One of the wireless systems is DFS-enabled (Network A) and the other wireless system is not DFS-enabled (Network B).  The term network is used broadly in this coexistence scenario and includes wireless systems that in other contexts may not be referred to as networks (e.g. radar systems).  This is done to avoid introduction of other to many additional and unnecessary terms.

The frequency band in use by both the wireless networks is show in Figure 3.  The frequency band is subdivided into N channels. Each of these N channels may be occupied by Network B.


[image: image16.emf]Channel 1 Channel 2 Channel 3 Channel N

...


Figure 3: Frequency band of operation

Network A, which is DFS-enables, observes each channel to identify if one of the channels occupied by Network B.  In some cases Network B has higher regulatory status in the band and so that Network A may not utilize a channel occupied by Network B.  In other cases, Network B may have the same regulatory status, however, none the less Network A may choose to not utilize a channel occupied by Network B, so as to avoid causing interference to Network B and to avoid being interfered with by Network B.
There are several network topologies for Network B.  As part of the coexistence scenario the network topology for Network B must be specified.  The following are three possible network topologies for Network B.

1. Broadcast topology

2. Radar topology

3. Point-to-multipoint topology

The broadcast topology is illustrated in Figure 4.  A typical use of such a topology is a television broadcast.  In this topology a single station transmits to a number of receivers.  The receivers do not transmit any signals.  In this topology the signal to be sensed emanates from the centralized transmitter while potential interference occurs at one or more of the receivers.  All the receivers are within the network coverage area.
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Figure 4: Broadcast topology
The radar topology is illustrated in Figure 5.  A typical use of such a topology is a radar system.  In this topology there is only one station which both transmits and receives.  The transmitted signal reflects of an object and returns to the receiver.  In this scenario the signal to be sensed emanates from the same station that may potentially receive interference.
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Figure 5: Radar topology
The point-to-multipoint topology is illustrated in Figure 6.  A typical topology is an infrastructure wireless network, where the centralized node is an access point of base station and the other nodes are client stations.  In this scenario each station emits a signal that can be sensed and each station can potentially receive interference.
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Figure 6: Point-to-multipoint topology
The coverage area for Network B is required (except for the Radar topology).  The required signal-to-interference ratio (SIR) at each station in Network B must be specified.  This parameter is used to ensure Network A does not interfere with any of the stations in Network B.  If any of the stations in Network A or B utilize directional antennas then the antenna gain and the directionality of the antenna gain is required.

 The following is a summary of the parameters required for this coexistence scenario.
1. Transmit power, in dBm, for each station in Network A

2. Transmit power, in dBm, for each station in Network B

3. Network topology (Broadcast, Radar or Point-to-multipoint) for Network B

4. Operating region of Network B (except for Radar topology)

5. Required signal-to-interference ratio for each station in Network B

6. Signal bandwidth for Network A

7. Signal bandwidth for Network B

8. Center frequency for Network A

9. Center frequency for Network B

Coexistence Scenario 4 – Listen Before Talk

This coexistence scenario consists of two networks each using a listen-before-talk (LBT) protocol.  Such protocols are used to enable time-domain spectrum sharing between networks.  The IEEE 802.11 medium access control (MAC) layer uses carrier sense multiple access (CSMA) which is a LBT protocol. This coexistence scenario is similar to Coexistence Scenario 2; however, in this coexistence scenario the two networks adapt their transmissions in response to the transmissions of the other network.  Given the physical similarity to Coexistence Scenario 2 this subclause will describe the additional parameters required to specify this coexistence scenario beyond those listed in Coexistence Scenario 1, covered in subclause 8.2
For the purposes of this document a listen-before-talk protocol consists of the following steps,
1. Prior to a transmission each station will observe the channel for a period of time at least as long as the minimum observation time

2. Process the observed signal according to a specified clear channel assessment (CCA) rule

3. If the channel is determined to be utilized then the channel is classified as busy and the station will not transmit at that time. If the channel is determined to be unutilized then the channel is classified as idle and station will commence transmission.

4. If the CCA rule determined that the channel was busy then the station follows a rule for when to next test the state of the channel.  Various rules are possible for when to retest the channel.

There are various CCA rules that can be used.  One common method is to compare the energy in the channel to a threshold.  Another method is to test for the presence of a specific signal feature.  There are also various rules for when to retest the state of the channel.  Both of these rules need to be specified for this coexistence scenario.
The geometry of this coexistence scenario is the same as that for Coexistence Scenario 2, which is show in Figure 2.

In addition to the parameters listed in subclause 8.2, the following parameters are required to specify this coexistence scenario.

1. The  observation time used in the LBT protocol

2. The clear channel assessment (CCA) rule
3. The rule for when to retest the state of the channel.

Coexistence Metrics

This clause defines a number of coexistence metrics and recommends which coexistence metrics to use with each of the coexistence scenarios in Clause 8.  Each metric is specified in a subclause.
Exposed Node Probability

This metric applies to Coexistence Scenario 4, as shown in Figure 7. In a listen-before-talk network before each transmission each station observes the medium for a period of time to test the state of the channel.  The clear channel assessment rule classifies the channel as either busy or idle.  To define an exposed node we need to define what it means for a channel to be busy and what it means for a channel to be busy or idle.  We assume there is a station in Network A which is performing CCA and if it determines the channel is idle it will transmit.  We label this station aTX.  This station is transmitting to another station in network A which we label aRX.  In this definition we are assuming that aTX is transmitting a packet to only a single station, if it is transmitting to multiple stations then this definition need to be extended.  In this document we will specifically address the case of transmission each packet to a single receiver.  While aTX is performing CCA it is assumed there is a transmitter in Network B, labeled bTX, which is transmitting to a another station, labeled bRX.
We define a channel as busy if either of the following events would occur if station aTX transmitted,

1. The transmission from aTX would cause the packet being sent from bTX to bRX to not be successfully received

2. The transmission from aTX to aRX would not be successfully received due to the transmission of bTX.

We define a channel as idle if it is not busy.

There are multiple methods of specifying under what conditions a packet will not be properly received.  The most straightforward method is to say a packet will not be properly received if the interference from the other network results in a increase in the noise power level by Δ dB, where a typical value of Δ is 5 dB.  The choice of the value of Δ depends on the margin in the signal-to-noise ratio in the receiver, and is implementation dependent.
With this definition of busy and idle channels an exposed node can be defined.  An exposed node cannot be defined in isolation, since it depends on a number of other nodes.  So the event of an exposed node consist of four nodes, two in Network A and two in Network B.
The exposed node event is defined as follows,

1. Station aTX uses CCA to test the state of the channel so it can transmit to station aRX
2. While aTX is testing the channel station bTX is transmitting to station bRX
3. Station aTX classifies the channel as busy.

4. The channel is actually idle.

The exposed node probability is the probability of an exposed node event occurring. Subclause XX will describe how to calculate the probability of an exposed node.
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Figure 7: Geometry of Coexistence Scenario 4
Hidden Node Probability

A hidden node is defined in a similar fashion to an exposed node, specified in subclause 9.2.  The definitions of busy and idle channels are the same in this subclause as in subclause 9.2. 
The hidden node event is defined as follows,

1. Station aTX uses CCA to test the state of the channel so it can transmit to station aRX
2. While aTX is testing the channel station bTX is transmitting to station bRX
3. Station aTX classifies the channel as idle.

4. The channel is actually busy.

In this situation station bTX is referred to as a hidden node since aTX cannot successfully hear its transmission. 

The hidden node probability is the probability of a hidden node event occurring. Subclause XX will describe how to calculate the probability of a hidden node.

Link Latency

The latency of a transmission from a source station to a destination station is the time it takes for a message to get from the source station to the destination station.  As is described in subclause 9.4 one must specify at which layer in the ISO stack the measurement is made.  It is recommended the measurement for link latency be made at the top of the MAC layer.  The link latency is the average time it takes for a message to go from the top of the MAC layer in source station to the top of the MAC layer in the destination station.  As was described in subclause 9.5 not all transmissions are successfully received.  The average latency is the time it takes on the average for a message to go from the source to the destination where only messages in packets that were successfully received based on a correct CRC check are considered to have reached the destination.  Hence, if the packet must be retransmitted due to packet errors, the latency is the time from the initial transmission until the final successful transmission.
Link Throughput

The wireless networks being considered in this document transmit packets of data over a wireless link.  Each packet contains a number of information bits.  The throughput over a link form a source to a destination is the average number of information bits delivered to the destination in a unit time.  As is described in subclause 9.5 each packet includes a cyclic redundancy check (CRC).  The throughput only includes the information bits from the packets which are successfully received at destination.  Successful reception is defined as a successful CRC check.
At each layer in the ISO stack the message from the next higher layer is embedded in to the output of that layer.  The output of each layer is typically called a protocol data unit.  Hence, each layer added additional data used for reception of that protocol data unit.  So when discussing link throughput one must specify at which layer we are referring to, so that one can specify what is meant by an information bit.  It is recommended that the throughput be measured from the top of the MAC layer in the source station to the top of the MAC layer in the destination station.  With this point of measurement an information bit is an input bit into the top-of-the MAC layer.

Packet Error Rate

The wireless networks being considered in this document transmit packets of data over a wireless link.  These packets include a cyclic redundancy check (CRC) which is used to validate the accuracy of the transmitted data.  If the transmitted packet is received at the destination station and the CRC check passes then the packet is correctly received.  A packet error is defined as a packet that is not received correctly at the destination station.
The packet error rate (PER) is the probability of a packet error.  It is called a packet error rate since it can be calculated using a time average and hence it is called a rate.

Sensing Receiver Sensitivity

In a dynamic frequency selection (DFS) enabled network one or more of the stations sensing each of the channels to determine whether a channel is occupied or vacant.  This document will deal with DFS-enabled networks that use only a single station to sense the channels.  The receiver that performs this sensing is referred to as the sensing receiver.  The sensing receiver performs a binary hypothesis test that decides whether the channel is occupied or vacant.  The two hypotheses are given in Table 5.
	H0
	Channel Vacant

	H1
	Channel Occupied


Table 5: Two Hypotheses for Sensing Receiver

The sensing receiver decides whether the channel is vacant or occupied.  The two possible decisions are given in Table 6.

	D0
	Channel Vacant

	D1
	Channel Occupied


Table 6: Two Decisions possible decisions of the Sensing Receiver


We define the probability of two possible events.  The first event is a false alarm, which occurs when the channel is vacant but the sensing receiver decides the channel is occupied.  The probability of a false alarm is the probability of decision D1 occurring under the condition of H0. 
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The second event is the sensing receiver declaring the channel occupied went it is actually occupied.  This is the case that the sensing receiver decides D1 under the condition H1.  The probability of detection is given by,
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The probability of false alarm depends on the design of the sensing receiver.  In particular it depends on the value of the detector threshold used in sensing receiver.

The probability of detection depends on the signal power within the channel bandwidth.

To define the sensing receiver sensitivity we must first specify both the probability of false alarm and the probability of detection.  The recommended values of these two probabilities are given in Table 7.  Other values can be used based on the DFS system requirements.

	PFA
	0.01

	PD
	0.999


Table 7: Recommended Value for Probability of False Alarm and Probability of Detection

The sensing receiver sensitivity is defined as the receive signal power required at the input to the sensing receiver to obtain a probability of detection as specified in Table 7, while still maintaining a probability of false alarm as specified in Table 7.
Method of Evaluating Coexistence Metrics

This clause includes a number of methods for calculating the value of the various coexistence metrics.  In most cases the method for evaluating the coexistence metric applies to a specific coexistence scenario.
Method 1 – Estimation of PER in Two Small Networks
The packet error rate due to interference from another wireless network is an excellent measure of the effect of interference.  This subclause describes a method of calculating this coexistence metric in the case of Coexistence Scenario 1 consisting of two small networks.  In this coexistence scenario the interference is dominated by the transmissions of one station in Network A seen at one station in Network B, as shown in Figure 1.
In this coexistence scenario the station shown at the origin in Figure 1 is the victim station.  The first step in this method for calculating the PER is to calculate the bit error rate (BER) at a station in Network A due to a continuous transmission of a station in Network B. Later we will take into account the fact that the transmissions from Network B are not continuous.  The BER will depend on the signal-to-interference ratio (SIR) at the victim station.  We will indicate the SIR by the parameter γ.  The actual BER depends on both the signal-to-interference ratio (SIR) and the signal-to-noise (SNR).  Since the primary concern in a coexistence assessment is the effect of the interference it is recommended that the noise is assumed to be low enough so that the effect of the noise is small compared to the effect of the interference.  This enables focusing on the effect of the interference.

This document does not describe methods of obtaining the BER versus the SIR.  That is typically done using a simulation of the victim receiver using a simulated model of the interfering transmitter.
The bit error rate with continuous interference as a function of the SIR is indicated by,
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The packet structure for Network B is assumed to consist of a packet header and a data portion as shown in Figure 8.  We assume that the preamble portion of the packet is sent at a more robust modulation and coding rate so that the probability of the preamble failing due to interference is significantly lower than the probability of the data portion failing due to interference. In addition the preamble is typically shorter in time duration than the data portion which also increases its robustness. This approximation is typically satisfied in most wireless systems.

[image: image24.emf]PREAMBLE DATA


Figure 8: General Packet Structure

The data portion contains of N bits and with the bit duration of T.  The actual structure of the data portion of the packet is typically composed of a sequence of symbols each encoding multiple bits.  Additionally there is typically some form of error correction coding used.

Each of the networks are transmitting packets asynchronously from one another Figure X illustrates a single Network B data packet and two Network A interference packets.   As we can see there is a possibility that during a Network B data packet there will also be a Network A interference packet that could result in a packet error for the Network B data packet.  The objective is to estimate the packet error rate for the Network B data packets due to interference from the Network A interference packets.
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Figure 9: Packet Interference
Let us introduce some notation.  The packet error event is called PE.  The packet error rate (PER) is then the probability of this event,
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The probability of a packet error depends on the number of bits in the Network A data packet that are interfered with by the Network B interference packets.  The number of interfered bits is actually a random variable. Let M be the number of bit that collide with an interference pulse. M is a random variable with probability mass function,
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There are multiple methods of determining the probability mass function of the random variable M.  Several techniques will be described later in this sub-clause.  The probability of a packet error can be written as the summation of the conditional probability of a packet error conditioned on the number of interfered bits times the probability of that number of interfered bits,
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The probability of a packet error given m interfered bits can be found in a straightforward method.  The conditional probability of not having a packet error is the probability that all the bits are correct.  So the conditional probability of a packet error is one minus the probability of no bit errors,
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Given this formula for the conditional probability of a packet error the formula for a packet error is written as,
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Given that the bit error rate (which depends on the SIR) has been found though simulation one only needs to determine the probability mass function of M in order to find the packet error rate. This probability mass function depends on the duration of the Network B data packet, the duration of the Network A interference packets and the duty cycle of the interference packets.  The following two subclauses describe two methods of finding the probability mass function for M. 
1.1.1 Method of Simulating the Probability Mass Function

The number of interfered bits in the Network A data packet is the random variable M.  This subclause describes a simulation method for determining the probability mass function of M.
The simulation requires several parameters.  For Network B the simulation requires the number of bits in the data portion of the packet N and the bit duration T.  For Network A the simulation requires the duration and spacing between the interfering packets.  These parameters can either be fixed numbers or random variables.   One may choose to model these parameters as random variables when the real networks transmit a variety of packet sizes or packet duty cycles.  

In a simulation is use the bit duration of the Network B data packet as the basic time unit.  If all times are measured in terms of that time it simplifies the simulation.  The error associated with this approximation is small, since it is equivalent to ignoring interference to a fraction of a bit.  With this time unit the duration of the Network B data packet is N.
So for Network A the duration of the interference packet is K and the time between packets is L.  Both of these parameters are measured in terms of the Network B bit duration time unit.
A simulation to determine the probability mass function of M is performed by modeling the Network A interference packet transmission times relative to the Network B packet.  Each time unit can be represented as an integer.  The Network B packet occupies time slots 0 through N-1.  For each trial of the simulation a possible time occupancy of the Network A interference packets is generated.  The time of the first packet must be a random variable between 
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 and zero.  Then a sequence of packet durations are generated using a random number generator.  The duration of each interference packet, K, is generated according to the random distribution used in the model.  Similarly, the duration between packets, L, is randomly generated according to its distribution.  Enough packet duration and time between packets are generated so as to ensure that the number total time of the interference packets is sufficient to ensure that the last interference packet ends after the Network B data packet.  Then for this trial in the simulation the number of overlapping time slots is calculated.  The process is repeated from many trials.  For each number between 0 and M the simulation keeps track of the number occurrences of that number of interfered with bits in the Network B data packet.  Then the number of occurrences is divided by the number of trials to obtain the probability mass function for M.  
1.1.2 Method of Calculating the Probability Mass Function

When the duration of the Network A interference packets are fixed and the time between packets are fixed it is possible to directly calculate the probability mass function M.    There are two possible cases for this situation.  In the first case the interference packet is longer than the data packet. In the second case the interference packet is the same duration or shorter than the data packet.
Figure 10 illustrates the case when the interference packet is longer than the data packet.
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Figure 10: Interference Packet longer than Data Packet
The figure shows two interference pulses of equal duration.  When the packet occurs relative to the interference pulses is a random process. This figure shows three possibilities.  In possibility 1 the packet collides completely with one of the interference pulses.  In possibility 2 the packet does not collide with an interference pulse.  And in possibility 3 the packet partially collides with the pulse.  We can relate these cases to the value of colliding symbols.  In possibility 1 the number of colliding symbols is N.  In possibility 2 the number of colliding symbols is zero.  And finally, in possibility 3 the number of colliding symbols is less than N.

If the pulses are of fixed duration we can see that the probability mass function will take on a special form,
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These three constants can be calculated from the three parameters, N, K and L which are the duration of the Network B data packet, the duration of the Network A interference packet and the time between Network A interference packets.
FIGURE OUT FORMULAS FOR THE C’S
The other possibility is that the Network B data packet is longer in duration that the Network A interference packet.  That case is illustrated in Figure Z.
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Figure 11: Interference Packet shorter than Data Packet
The figure shows two interference pulses of equal duration.  There three cases here are slightly different.  Since the packet is longer than an interference pulse there is a maximum number of symbol collisions in the packet.
If the pulses are of fixed duration we can see that the probability mass function will take on a similar form to the previous case.  The only difference is that the maximum number of symbol collisions is K not N.  We can use this form for both cases, since we can let K be equal to N if appropriate.
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These three constants can be calculated from the three parameters, N, K and L which are the duration of the Network B data packet, the duration of the Network A interference packet and the time between Network A interference packets.

The PER is typically plotted as a function of another independent variable.  The most common independent variable is the physical separation between the two nodes that dominate the interference.  In Figure X that separation is the variable d.  The procedure to generate the plot of PER versus separation is as follows,

1. Vary d from a specified minimum value to a specified maximum value

2. For each value of d calculate, using the appropriate path loss model and receiver sensitivity, the signal-to-interference (SIR) at the victim receiver

3. For that value of SIR calculate the PER using the method described in this subclause

4. Plot PER versus distance

Method 2 – Estimation of PER in Two Large Networks
This subclause describes a method for estimating the packet error rate in Coexistence Scenario 2 consisting of two large networks.  In Coexistence Scenario 2 the interference from Network A into Network B is not dominated by interference from a single station but is rather due to the ensemble of transmitting stations in Network A.
Method 3 – Estimation of Throughput in Two Small Networks

This subclause describes a method of estimating the throughput over the victim network in Coexistence Scenario 1 of two small networks.  This method uses Method 1 for estimating the PER in Two Small Networks.

In this coexistence scenario the interference form Network A primarily affects the traffic transmitted from the station at (0, L) to the station at (0, 0).  As in Method 1, the data rate and number of bits in each packet of the Network B data packet must be specified.  In this subclause the data rate is held fixed for each packet.  The method used in this subclause could be extended to handle variable data rates.  The bit duration is T.  The number of bits contained in each packet is N.  This parameter can either be fixed or be a random variable.  The duration of a packet with carrying N bits each of duration T is
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.  The duration between packets is the parameter D.

Prior to specifying the method of estimating the throughput with interference the document will first specify the method of estimating the throughput without interference.  So we will initially assume that PER is zero.  With a PER of zero the throughput can be estimated as the average number of bits sent over the link divided by the average time to transfer those bits.


The throughput is estimated by estimating the average time to deliver a packet divided by the average number of bits transferred by a packet.

The average time to transfer a packet is given by,
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Where 
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is the probability mass function for the number of bits carried in a packet, N.  The average number of bits transferred in a packet is given by,
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Then the throughput with no interference is given by,
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When there is interference the packet error rate may be non-zero.  In this case the number of delivered packets depends on whether the packet was successful.  When there is interference the formula for the average number of delivered bits is given by,

[image: image46.wmf]0

()

N

n

NNpn

=

å



The average duration is given by,
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After average throughput is the ratio of 
[image: image48.wmf]0

N

and 
[image: image49.wmf]0

D

as given above.
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