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Text in this document borrows from the cdma2000 Evaluation Criterea Document: 3GPP2 C.P1002, Version 0.3, Date: July 23, 2004. (publicly available at 3gpp2.org)
Proposed text for Section 5.1 or 2.1 (new section): Simulation Flow and User Loading
The simulation shall obey the following rules: 

1. The system consists of 19 hexagonal cells (as shown in the appendix).  Each cell has three sectors.

2. Each mobile corresponds to an active user session.  A session runs for the duration of the drop. Mobiles are randomly assigned channel models according to section x.x.
3. Users may be load type (full buffer and best effort) or probe type (users with specific QoS requirements).

4. The runs are done with an increment of two probe users per sector until a termination condition is met.  By incrementing the number of probe users, system performance under a variety of traffic conditions is tested.  This method provides greater insight into performance than provided by a single traffic mix.  The process may be repeated for different kinds of prbe users. 
5. Mobile stations are randomly dropped over the 57 sectors such that each sector has the required numbers of probe users (QoS users) and load users. Although users may be in regions supporting handoff (i.e. either soft-handoff or hard handoff depending on the technology), each user is assigned to only one sector for counting purposes. All sectors of the system shall continue accepting users until the desired fixed number of probe and load users per sector is achieved everywhere. Users dropped within 35 meters of a sector shall be redropped. 
6. Fading signal and fading interference are computed from each mobile station into each sector, and from each sector to each mobile for each simulation interval.

7. The total simulation time per drop will be XX(TBD) minutes excluding any time required for initialization.

8. Packets are not blocked when they arrive into the system (i.e. queue depths are infinite).

9. Users with a required traffic class shall be modeled according to the appropriate section in the traffic models chapter. Start times for each traffic type for each user should be randomized as specified in the traffic model being simulated.
10. The ARQ process (if proposed) is modeled by explicitly rescheduling a packet as part of the current packet call after a specified ARQ feedback delay period. 
11. Results are collected from all cells according to the output matrix requirements.

12. All 57 sectors in the system shall be dynamically simulated.
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Figure X.  Simulation Flow Chart

Proposed Text for Section 2.3: Output Metrics
General output metrics
The metrics defined in the calibration section shall be provided again for the purposes of validating the correctness of the simulation.
Data Services and Related Output Metrics  for the Forward and Reverse Link

The following statistics related to data traffic shall be generated and included in the evaluation report.

1. Data throughput per sector. The data throughput of a sector is defined as the number of information bits per second that a sector can deliver and are received successfully by all data users it serves, using the scheduling algorithm validated in section x. 
2. Averaged packet delay per sector. The averaged packet delay per sector is defined as the ratio of the accumulated delay for all packets it delivers to all users and the total number of packets it delivers. The delay for an individual packet is defined as the time between when the packet enters the queue at transmitter and the time when the packet is received successively by the mobile station. If a packet is not successfully delivered by the end of a run, its ending time is the end of the run. Note that this definition is applicable to non-full-buffer data users.
3. The histogram of data throughput per user. The throughput of a user is defined as the ratio of the number of information bits that the user successfully receives during a simulation run and the simulation time. Note that this definition is applicable to all data users.
4. The histogram of averaged packet delay per user. The averaged packet delay is defined as the ratio of the accumulated delay for all packets for the user and the total number of packets for the user. The delay for a packet is defined as in item 2. Note that this definition is applicable to non-full-buffer data users.
5. The histogram of packet call throughput for probe users. The packet call throughput of a user is defined as the ratio of the total number of information bits that a user successfully receives and the accumulated delay for all packet calls for the user, where the delay for an individual packet call is defined as the time between when the first packet of the packet call enters the queue for transmission at transmitter and the time when the last packet of the packet call is successively received by the receiver. If a packet call is not successfully delivered by the end of a run, its ending time is the end of the run, and none of the information bits of the packet call shall be counted. Note that this definition is applicable only to a user with packet call arrival process. (The first packet of an HTTP call corresponds to the time when the “read time” ends as defined in the HTTP traffic model.  Similarly, the last packet of an HTTP “call” corresponds to the time when the “read time” begins, as defined in the HTTP traffic model. First and last packets for other traffic types can be defined similarly)
6. The histogram of averaged packet call delay for probe users. The averaged packet call delay is defined as the ratio of the accumulated delay for all packet calls for the user and the total number of packet calls for the user. The delay for a packet call is defined as in 5. Note that this definition is applicable only to a user with packet call arrival process.
7. The scattering plot of data throughput per user vs. the distance from the user’s location to its closest serving sector.   The data throughput for a user is defined as in 3.
8. The scattering plot of packet call throughputs for probe users vs. the distance from the users’ locations to their closest serving sectors.  The packet call throughput for a user is defined as in 5.
9. The scattering plot of averaged packet delay per user vs. the distance from the mobile’s location to its closest serving sector. The averaged packet delay per user is defined as in 2.
10. The scattering plot of averaged packet call delays for probe users vs. the distance from the mobiles’ locations to their closest serving sectors.   The averaged packet call delay per user is defined as in 5.
11. The scattering plot of data throughput per user vs. its averaged packet delay. The data throughput and averaged packet delay per user are defined as in 3 and 2, respectively.

12. The scattering plot of throughputs for probe users vs. their averaged packet call delays. The packet call throughput and averaged packet call delay per user are defined as in 5.

13. Additional metrics (such as mean delay variation and delay histograms) as needed for video and gaming users.
Other Metrics

1. Number of simultaneously active users

2. Access Delay (mobile initiated)
3. Access Delay (network initiated)
4. Other metrics for control and overhead channel performance

5. Handoff performance metrics

a. Delay during handoff

b. Probability of call drop

6. Power save performance metrics

a. Probability of missed page

b. Operational duty cycle

Proposed text for Section 5.6.1: Overhead Channels

Dynamical Simulation of the Forward Link Overhead Channels

Dynamically simulating the overhead channels is essential to capture the dynamic nature of these channels. The simulations shall be done as follows: 

1) The performance of the overhead channels shall be included in the system level simulation results (unless the overhead channel is  taken into account as part of  fixed overhead). (For example, if an overhead channel is time division multiplexed, and takes all the bandwidth, the percentage of time used translates into the same percentage decrease of throughput.)

2) There are two possible types of overhead channels depending on the proposal:  static and dynamic. A static overhead channel requires fixed base station power. A dynamic overhead channel requires dynamic base station power.

3) The link level performance should be evaluated off-line by using separate link-level simulations.  The performance is characterized by curves of detection, miss, false alarm, and error probability (as appropriate) versus Eb/No (or some similar metric depending on the interface between the link and system sims).

4) The system level simulations need not directly include the coding and decoding of overhead channels.  There are two aspects that are important for the system level simulation:  the required Ec/Ior ( or some similar metric depending on the interface between the link and system sim) during the simulation interval, and demodulation performance (detection, miss, and error probability — whatever is appropriate).

5) For static overhead channels, the system simulation should compute the received Eb/No (or similar metric).

6) For dynamic overhead channels with open-loop control (if used), the simulations should take into account the estimate of the required forward link power that needed to be transmitted to the mobile station for the overhead channels.  During the reception of overhead information, the system simulation should compute the received Eb/No (or similar metric).

7) Once the received Eb/No (or similar metric) is obtained, then the various miss error events should be determined.  The impact of these events should then be modeled.   The false alarm events are evaluated in link-level simulation, and the simulation results shall be included in the evaluation report. The impact of false alarm, such as delay increases and throughput reductions for both the forward and reverse links, shall be appropriately taken into account in system-level simulation.

8) All overhead channels should be modeled or accounted for.

9) If a proposal adds messages to an existing channel (for example sending control on a data channel), the proponent shall justify that this can be done without creating undue loading on this channel. The system level and link level simulation required for this modified overhead channel as a result of the new messages shall be performed according to 3) and 4), respectively.

Reverse Link Modeling in Forward Link System Simulation
The proponents shall model feedback errors  (e.g. power control, acknowledgements, rate indication, etc.) and measurements (e.g. C/I measurement). In addition to supplying the feedback error rate average and distribution, the measurement error model and selected parameters, the estimated power level required for the physical reverse link channels shall be supplied. 

Signaling Errors

Signaling errors shall be modeled and specified as in the following table.

Signaling Errors

	Signaling Channel
	Errors
	Impact

	ACK/NACK channel

(if proposed)
	Misinterpretation, missed detection, or false detection of the ACK/NACK message
	Transmission (frame or encoder packet) error or duplicate transmission

	Explicit Rate Indication

(if proposed)
	Misinterpretation of rate
	One or more Transmission errors due to decoding at a different rate (modulation and coding scheme)

	User identification channel

(if proposed)
	A user tries to decode a transmission destined for another user; a user misses transmission destined to it.
	One or more Transmission errors due to HARQ/IR combining of wrong transmissions 

	Rate or C/I feedback channel 

(if proposed)
	Misinterpretation of rate or C/I 
	Potential transmission errors

	Transmit sector indication, transfer of H-ARQ states etc.

(if proposed)
	Misinterpretation of selected sector; misinterpretation of frames to be retransmitted.
	Transmission errors


Proponents shall quantify and justify the signaling errors and their impacts in the evaluation report.  
Proposed text for Section 5.5: Modeling Mobility for Signaling Robustness Evaluation

The system simulation defined elsewhere in the document deals with sector throughput, spectral efficiency, latency and fairness.  However, user experience in a MBWA system is also influenced by the performance of handoff, paging and access delay. The objective of this section is to propose methods to study the robustness of signaling for the following cases, with respect to the given metrics

· Connected State Handoff

· Silence period on uplink and downlink in case of handoff

· Probability of connection drop during handoff

· Power Save Mode Operation

· Probability of missed pages due to handoff

· Delay in transition to connected state

· Average power consumption (duty cycle) in power save mode

Three models of evaluation are considered

1. System simulation with full mobility

2. System simulation with one mobile user

3. System simulation with no mobility, C/I based mobility model.

The performance of signaling can be evaluated once an appropriate model for the event is available. 

Event Models

In order to evaluate the above metrics, a model for the signaling event needs to be developed. The nature of this model will depend on the candidate system. A few examples of event models are given here. 

Example1: Consider the case of handoff in connected state. A typical implementation (other implementations are allowed) has the following steps

1. Terminal measures strength of access point B [time depends on measurement procedure and structure of pilots]

2. Terminal sends a Pilot Report to access point A [time calculated based on terminal position]

3. Access point A sets up resources on access point B [time depends on backbone. Fix this number for all models to 2*10 = 20 ms]

4. Access point A sends Handoff Direction to terminal [time calculated based on terminal position]

5. Terminal establishes communication with access point B.

The relevant performance metric in this case is the following. Handoff Failure Probability: This is the probability that step 4 above will fail due to delay in sending the handoff direction message.  Another performance metric of interest is the delay between the time the pilot report is sent and a handoff direction is received. 

Example2: Consider the case of page reception during mobility. A typical implementation has the following steps.

1. Terminal wakes up some time before paging slot

2. Terminal aquires pilot from access point A

3. Terminal detects low signal strength on access point A

4. Terminal acquires pilot from access point B

5. Terminal attempts to decode paging channel from access point B

The relevant performance metric in this case is the probability that a page is missed. 
Simulation Approaches

Full Mobility

In this model, all terminals in the system simulation move according to an agreed upon mobility model. After each frame, new positions and channel models of each terminal are computed, and if necessary, signaling messages are exchanged to change the association of a terminal with sectors. 

This full simulation may be difficult to perform due to computational restraints. 
One Mobile Terminal

In this model all terminals except one are fixed.  The movement of the single mobile terminal is constrained to one of the following paths. 

1. Path 1: Move from A to B along line joining the cells
2. Path 2: Move from A to B with “around the corner” effect
a. Rapid signal loss from A, signal gain to B. (built into propagation)
3. Path 3: Move along cell edge
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Figure 0‑1 Path of Mobile in models 1, 2 and 3

The propagation seen in each of the models is shown in the following figures.  Mobility models 1 and 3 are computed using the path loss and shadowing parameters defined in other parts of the document. Mobility model 2 assumes that there is a sudden propagation loss of EdgeLoss dB as the terminal moves across the cell boundary. This stringent model is useful to test the robustness of handoff signaling. 
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Figure 0‑2 Propagation for Mobility Path 1
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Figure 0‑3 Propagation for Mobility Path 2
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Figure 0‑4 Propagation for Mobility Path 3

Table 0‑1 Parameters for the Mobility Model

	Parameter Name
	Interpretation
	Value

	R
	Distance between A and B
	As in system sim.

	EdgeLoss
	Sudden propagation loss at cell edge
	6 dB

	v
	Mobile Velocity
	variable

	
	
	


No Mobility with C/I based approach

If the single terminal mobility case is computationally not feasible, the following C/I based model can be adopted.

Step 1: Static performance evaluation
1. Create a system simulation with users dropped as described elsewhere in the document.

2. Create a test user at one position along the mobile path described above.

3. Evaluate the frame error rate and latency for the user at this position assuming that A is the serving sector, and then assuming that B is the serving sector.

4. Repeat steps 2 and 3 for all positions along the path of the mobile. (Assuming a certain sampling distance).

5. If separate (physical) control and traffic channels are used, repeat steps 2, 3 and 4 for each channel. 

Step 2: Incorporating the Signaling Use Case

1. Build a call flow and/or state machine for the signaling use case. Call this the logical model.

2. Simulate the logical model using the performance model in step 1.

3. Collect statistics relevant to the use case
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