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Background

As we discussed during the last meeting in Portland, in order to choose the best LDPC coded modulation scheme, it is necessary to be able to perform a uniform comparison between the proposed schemes.

This document contains a suggestion for the criteria to be used for the comparison, and will be updated according to the feedback received.

First, a comparison table for comparing between the schemes is presented. 

Then, explanations of the different parameters are given.

Finally, addition parameters for comparison are suggested, probably a bit later on in the future, after the first round of comparison is over.
LDPC Coded Modulation Schemes- Comparison Table
	Parameter
	Scheme #1
	Scheme #2…

	1. PAM Dimension
	
	

	2. Block length, symbols
	
	

	3. # Information bits
	
	

	4. Code rate
	
	

	5. Min. distance of coded modulation scheme [dB]
	
	

	6. Intrinsic Latency [µs]
	
	

	7. Eb/N0 [dB] required for BER=1e-12 over AWGN channel & Number of iterations required
	
	

	8. Lowest BER Simulated, Confidence level (Number of errors)
	
	

	9. Expected Error Floor BER
	
	

	10. Decoding complexity [operations/information bit]
	
	

	11. BER vs. Eb/N0 data available
	
	

	12. Further comparison
	
	

	13. Advantages/comments
	
	


Explanation Of The Parameters/Criteria

1. PAM Dimension- straightforward

2. Block length in terms of number of PAM symbols

3. Total # of information bits in each block of <Block_length> PAM symbols

4. Code rate- #3 above divided by #2, taking into account PAM dimension

5. Minimum distance of the coded modulation scheme after coset partitioning and mapping in dB
6. The intrinsic latency of the coding scheme
7. The Eb/N0 required for BER=1e-12 over an AWGN channel. This will enable comparison of how strong the coding scheme is at the required operating point. Add to this the number of iterations required to achieve this, will be used to estimate decoding complexity (see #10).
8. Lowest BER simulated and number of errors will give an idea of how high the confidence level of the performance data is.
9. BER of expected error floor.
10. Decoding complexity will be given in operations per information bit.

Refer to:

“Reduced complexity iterative decoding of low-density parity check codes based on belief propagation”
Fossorier, M.P.C.; Mihaljevic, M.; Imai, H.;
Communications, IEEE Transactions on , Volume: 47 , Issue: 5 , May 1999 
Pages:673 – 680

Assuming that no-one is going to use standard belief propagation decoding, but rather something more similar to UMP-BP decoding, an estimation of the decoding complexity is presented on pages 678 and 679.
To summarize, the estimation of decoding complexity is:

	XORs (required for UMP implementation, derived internally)
	Forward and Backward Recursions
	Min. values computation and auxiliary comparisons
	Iterations
	Operations/

Information Bit

	X=

3*I*R*N+(J+1)*N
	Y=

3*N*(J-1)
additions
	Z=

R*N*(I+log2(I)-2)+2*J*N
	T
	(X+Y+Z)*T/

(# information bits per block)


Where
N is the LDPC codeword length
R is the code rate

I is the number of ones in each row
J is the number of ones in each column

11. BER vs. Eb/N0 data available- to be able to draw graphs for comparing between the schemes.
12. Suggested further comparison criteria (as a future step, after the first round of comparison is over) 

-Performance over Cable models 1,2,3 with SNR vs. BER, taking into account the code rate
-Performance with ARQ using higher layers. We are working on a proposal which we plan to send out soon
-Any other ideas are welcome

13. Any advantages/comments of the proposed scheme

