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Overview

• Comments #122 and #432 against 802.3dj D2.1 highlight a potential multi-generational interop issue 
between a legacy AUI/PMD (running at 25Gb/s, 50Gb/s or to a lesser extent100Gb/s) and a new 
AUI/PMD (running at 200Gb/s), due to ppm tolerance mismatch.  

• This contribution reviews the issue and proposes some updates to the draft.

• Notes:

• The issue is limited to 200GbE and 400GbE solutions  (as these can contain a mix of interfaces 
operating at 100ppm and 50ppm).

• There is no issue for 800GbE and 1.6TbE solutions (as all interfaces are required to be 50ppm).

• It is important to point out that the spec is not broken, but for 200GbE and 400GbE there is a 
subtle interoperability issue of a sort that we have never introduced previously and highlighting 
this with an informative note seems appropriate.
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Comments #188 and #432
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Problem Statement (from comment #188)
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• In 802.3dj we changed the ppm tolerance of the 200Gb/s serdes to be 50ppm in all cases

• This causes interoperability issues in two scenarios:

• Plugging a legacy PMD (based on 25Gb/s, 50Gb/s or 100Gb/s lanes operating at 100ppm) into a new host with a 200Gb/s 
receiver (that can only tolerate 50ppm), e.g. a 400GBASE-DR4 module with a 400GAUI-2 electrical interface

• Plugging a new 802.3dj PMD (based on 200Gb/s)  into a legacy host (based on 25Gb/s, 50Gb/s or 100Gb/s lanes operating 
at 100ppm), e.g. 400GBASE-DR2 module with a 400GAUI-8 electrical interface 

• In both these cases the issue is that one end of the link generates data at 100ppm, whereas  the receive side can only 
handle 50ppm

• The solution in both cases is to insert an XS to do the rate matching

• But this will degrade PTP accuracy

• As it stands the spec is not technically broken (can always insert an XS), but this is a subtle interoperability issue of a sort that we 
have never introduced previously, and so multi-generational solutions are not as “plug’n’play” as they were in the past.  

• A set of statements in 120.1.4 attempt to provide the full set of rules for managing ppm, but the details are incomplete for the two 
cases identified above

• Recommendation: 

• Add additional informative information to the ppm guidelines in 120.1.4 to clarify the subtle 100/50ppm interoperability cases 
that need an XS,  as well as a comment that this will degrade PTP accuracy
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Subclause 120.1.4
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• Guidelines 7) and 9) in 120.1.4, state that for any 200GbE 
or 400GbE PHY which include either a 200Gb/s per lane 
AUI or PMD (or both), then any associated 25Gb/s, 50Gb/s 
or 100Gb/s per lane AUI in the same PHY (all the way to 
the PCS) are limited to outputting at 50ppm.

• This means that an 802.3dj based PHY cannot be directly 
supported in a legacy host with 25G, 50G or 100G per lane 
AUIs running at 100ppm. It is not allowed, period. 

• This essentially places an indirect requirement that to 
support an 802.3dj PHY in a legacy platform with AUIs 
running at 100ppm, the legacy AUIs must be part of an XS 
(cannot be part of the PHY), and the XS used to rate match 
between the 100ppm of the XS and the 50ppm of the PHY 
(see following slides).

• This addresses one of the use cases highlighted by 
comment #188, but the message is somewhat subtle and 
indirect and likely should be called out more explicitly. 
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Use Case 1a: ppm interop issue with 200G/lane PMD 
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Use Case 1b: ppm interop issue with 200G/lane PMD
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Use Case 2: ppm interop issue with 200G/lane AUI 
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• In this case the 400GBASE-DR4 PMD has to be assumed to be 100 
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• This stack up does not work because of a ppm mismatch between 
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• Nothing in the current draft that explicitly excludes this stack up
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• Requires extra  functionality in module
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Potential solution for Use Case 1

• Update the text of guideline 7) in 120.1.4 as follows: 

For a PHY that includes a 200GAUI-1 interface or a 200GBASE-KR1, 200GBASE-CR1, 200GBASE-DR1, or 
200GBASE-DR1-2 PMD, the signaling rate range for a 200GAUI-8, 200GAUI-4, or 200GAUI-2 PMA output that is in the 
same package as the PCS shall be limited to +/- 50ppm, instead of +/-100ppm, otherwise the 200GAUI-8, 200GAUI-4, 
or 200GAUI-2 shall be implemented within a 200GMII Extender.

• Make a similar update to the text of guideline 9) in 120.1.4
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Potential solution for Use Case 2

• Needs further discussion
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Summary

• Comments #122 and #432  highlighted a potential, but subtle, multi-generation interoperability issue  
for 200GbE and 400GbE, between legacy interfaces (either AUI or PMD)  based on 25Gb/s, 50Gb/s or  
100Gb/s per lane signaling and operating at 100ppm and new interfaces (either AUI or PMD) based on 
200Gb/s per lane signaling and operating at 50ppm.

• As it stands, the specification is not broken, but there is a subtle interoperability issue of a sort that we 
have never introduced previously, and highlighting this with an informative note/text seems to be 
appropriate.
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Thanks 
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