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Introduction

* The AUI functionality has evolved drastically in 802.3dj compared with previous
generations approaching that of a PMD.

* |ntroduction of ILT requires more sophisticate signaling between a PMD, AUI
component, with many other sublayers.

* The presentation proposes a formal architecture representations of the AUI
and subcomponents and proposes update to address the ILT sighaling.
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Comments

Cl 176E  SC 176E.3 PE95 L16 & 176E.3 Functional specification

Brown, Matt OAIphaw‘ave Semi A 200 Gb/s per lane AUI-C2M 1is a bidirectional data path. Each direction of a 200GAUI-1 C2M,

Comment Type T Comment Status X 400GAUI-2 C2ZM. 800GAUI-4 C2M or 1.6TAUI-8 C2M data path contains one. two. four. or eight lanes.
The AUI-C2M compoent is defined as being “functionally equivalent to a corresponding n- respectively.

lane PMD specified in Clause 179" and includes the same ILT. However, for the AUI-C2ZM
the functional architecture, like the PMD, including the channel, the component at each

end, and the abstract service interface signaling are never defined. A 200 Gb/s per lane AUI-C2M is specified in terms of a host and a module. The host and the module both

contain components that implement the interface, referred to as C2M components.
SuggestedRemedy

Define a complete architecture schema for the AUI-C2M as follows: 3 - - - . - . e | B -
PMA service interface (above the AUI) An n-lane C2M component is functionally equivalent to a corresponding n-lane PMD specified in

AUI Component Clause 179 (see 179.8). and implements the same inter-sublayer service interface (see 179.4), using PAM4
AUl Channel signaling at a nominal signaling rate of 106.25 GBd on each lane.

AUl Component

PMA service interface (below the AUI)

Implement similarly for AUI-C2C in Annex 1760.

A presentation with a more complete proposal will be provided.

Froposed Response Response Stafus O
Cl 176A S5C 176A.11.2.1 Fe42 L46 # 508
Brown. Matt Alphawave Semi Figure 176 A-6—RTS update state diagram
Comment Type T Comment Status X

The editor's note points out that the location of the Figure 176A-6 state diagram needs to
be specified. Given that there is one per interface and since the ILT function is part of the

PMD or AUI component the location is implicit. - - - - - -
N Editor’s note: Need to define where is the RTS state diagram implemented, or leave it open for the

SuggestedRemedy implementor’s decision
Delete the editor's note.

Proposed Response Response Status O
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Part I:
AUl architecture
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What is an AUI? (1)

1.4.110 200 Gh/s Attachment Unit Interface (200GAUI-n): A physical mstantiation of the PMA service
mterface to extend the connection between 200 Gb/s capable PMAs over n lanes, used for chip-to-chip or
chip-to-module interconnections. Two widths of 200GAUl-n are defined: an eight-lane version
(200GAUI-8). and a four-lane version (200GAUI-4). (See IEEE Std 8023, Annex 120B and Annex 120C
for 200GAUI-E, or Annex 120D and Annex 120E for 200GAUI-4.)

1.4.145 400 Gb/s Attachment Unit Interface (400GAUI-n): A physical instantiation of the PMA service
interface to extend the connection between 400 Gb/s capable PMAs over n lanes, used for chip-to-chip or
chip-to-module interconnections. Two widths of 400GAUI-n are defined: a sixteen-lane version
(400GAUI-16). and an eight-lane version (400GAUI-8). (See IEEE Std 8023, Annex 120B and
Annex 120C for 400GAUI-16, or Annex 120D and Annex 120E for 400GAUI-8))

(abstract)
service

interface

PMA (lower)

PMD
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XAUI-n is a physical instantiation of the

PMA service interface.

In other words, it permits sublayers with a
Physical Layer implementation to be
Implemented on separate devices
connected by physical interconnect

between.

PCS

PMA (upper)

PMA (lower)

PMD

— Device #1

(physical)
_ PMA
service

interface

— Device #2
6




What is an AUI? (2)

200GAUIL-8 chip-to-chip channel

In the defining annexes, an xAUI-n is composed of
an XAUI-n component on each end and an xAUI-n
channel in between.

The components are defined by electrical

— —'_Fa‘-‘_‘— —
— —
, TPO | TP
Transmitter // » |—J Receiver
8
200GAUIL-8 200GAUI-8
chip-to-chip chip-to-chip
component component
Receiver [« /—g H < Transmitter
I e |
I Tps Cohnec'tor | TPO
Figure 120B-3—Typical 200GAUI-8 chip-to-chip application
400GAUI-16 chip-to-chip channel
— L
- —
| TPO | TPS
Transmitter // 1 |—J Receiver
16
400GAUI-16 400GAUI-16
chip-to-chip chip-to-chip
component component
Receiver [+ /l/ p H o+ Transmitter
I e |
| Tps Cohnec'tor | TPO

Figure 120B-4—Typical 400GAUI-16 chip-to-chip application

characteristics at the outputs and inputs that

attach to the channel.

The channel is defined by the electrical
characteristics at and between the terminals at

each end.

PMA (upper)

xAUI-n Component (upper)
xAUI-n Channel

xAUI-n Component (lower)

PMA (lower)

Task Force

— XAUI-n




Where was the AUI? (1)

120.5.6 Signal drivers

For cases where the mterface between the PMA client and the PMA. or between the PMA and the sublayer
below the PMA represent a physically instantiated mterface. the PMA provides electrnical signal drivers for

that interface. The electrical and jitter/timing specifications for these interfaces appear in
Annex 120B. which specifies the 200GAUIL-8 and 400GAUI-16 interfaces for chip-to-chip

applications.

Annex 120C, which specifies the 200GAUI-8 and 400GAUI-16 mnterfaces for chip-to-module
applications.

Annex 120D, which specifies the 200GAUI-4 and 400GAUI-8 interfaces for chip-to-chip
applications.

Annex 120E, which specifies the 200GAUI-4 and 400GAUI-8 interfaces for chip-to-module
applications.

For 200GAUI-8 or 400GAUI-16, the modulation format 1s NRZ. For 200GAUT-4 or 400GAUI-8. the
modulation format 15 PAM4.

120.4 Service interface below PMA

In the Bx direction, if the symbol is received over a physically instanfiated interface (200GAUI-n.
400GAUT-n, or physically instantiated PMD service interface), clock and data are recovered on the lane
recerving the symbol. If necessary, PAMY symbols recerved on the mput lanes are converted to pairs of bits.
The bits are routed through the PMA to an output lane toward the PMA client through a process that may
demmiltiplex PCSLs from the input, perform any necessary buffering to tolerate Skew Variation across input
lanes, and multiplex PCSLs to output lanes. If necessary, pairs of bits are converted to PAM4 symbols on

the output lames. Each symbol is

on an oufput lane to the

PMA  client usmg the

PMATS UNITDATA kimdication (k not necessanly equal to 7) primitive at the PMA service interface.
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Figure 120-5—PMA Functional Block Diagram




Where was the AUI? (2)

For xAUI-n, defined with 10 Gb/s, 25 Gb/s, 50 Gb/s, and 100
Gb/s the TX signal drivers (for xAUI-n only) and RX CDR (for
xAUI-n or PMD with physically instantiated service interface,
e.g., PPI) were defined to be part of the PMA.

That implies that the xAUI-n components were part of the PMA.

Note that 802.3dj does not define physical instantiations of the
PMD service interface.

This architecture framework worked well for 10 Gb/s and 25 Gb/s
where the SERDES was relatively straight forward and (at the
time) implemented typically using mixed-signal rather than an
Integrated DSP engine.
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Where is the AUI? (1)

176E.3 Functional specification

A 200 Gb/s per lane AUI-C2ZM is a bidirectional data path. Each direction of a 200GAUI-1 C2M.
400GAUI-2 C2M. 800GAUI-4 C2M or 1.6TAUI-8 C2M data path contains one, two, four, or eight lanes,
respectively.

Th € tWO AU I d efl n ed In 802 ) 3dJ ! Wlth 200 G b/S A 200 Gb/s per lane AUI-C2M is specified in terms of a host and a module. The host and the module both
S| g N al N g are q u |te un |q ue fro m th elr p red ecessors: contain components that implement the interface. referred to as C2M components.

- Th ey | 1] CI u d e ||n k tr a| ] | N g (I LT) An n-lane C2M component is functionally equivalent to a corresponding n-lane PMD specified in
. . . Clause 179 (see 179.8). and implements the same inter-sublayer service interface (see 179.4). using PAM4
- I LT m ust be ({0]0) rd | nated W|th Other phyS|Ca| signaling at a nominal signaling rate of 106.25 GBd on each lane.

Instantiations along a network path
- Defined as being equivalent to their PMD

counterpart, C2M to CR and C2C to KR. e o) s woawe (P3| " Seruce
interface interface
I ? Host ILdd Module ILdd ?
| up to [FBD dB 5 : up to [TBO dB |
As a result, the AUl components look and behave | (N |
. . . . . » | eceiver
a lot like a PMD and likely will be similarly | os i Modul |
implemented. | omponen componen
: Receiver |4 ¢—— |———— Transmitter :
: Connector ILdd up to B0 dB'<—
So, it would make sense to model them | 1 I ] |
. | @l Channel ILdd up to TBD dB 3 |
arCh Ite Ctu ral Iy the Same Way NOTE—The number of lanes n is equal to 1 for 200GAUI-1, 2 for 400GAUI-2, 4 for 800GAUI-4, and 8 for 1.6TAUI-8.
Figure 176E—2—Components of a 200 Gb/s per lane AUI-C2M and insertion loss budget at
53.125 GHz
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Where is the AUI? (2)

For 802.3dj, the CDR and signal driver is no longer part
of the PMA. Instead, given the AUl components are
equivalent to the PMD, these functions are now
implicitly within the AUI.

However, these details for the AUI have not been
provided in Draft 1.1.

29 August 2024 IEEE 802.3dj Task Force
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Figure 176-2—200GBASE-R §:1, 400GBASE-R 16:2, 800GBASE-R 32:4,

1.6TBASE-R 16:8 PMAs functional block diagram



AUl architecture proposed (1)

The xAUI-n can be modelled as an

architectural element between a pair of
PMAs.

No change for PHY stacks.
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MAC AND HIGHER LAYERS

RECONCILIATION

200GMII,

400GMIl, ——p

800GMII,
or 1.6TMII

200GAUI-1 C2M,
400GAUI-2 C2M,
800GAUI-4 C2M,
or 1.6TAUI-8 C2M

PCS
SM-PMA

[ < ox
SM-PMA
PMD

MDI—»

MEDIUM §

. A

2DDGBASE-|£.YZIOOGBASE-R,
800GBASE-R, or 1.6TBASE-R

IEEE 802.3dj Task Force
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AUl architecture proposed (2)

For general service interface
diagrams, it would be nice to depict
the xAUI-n like sublayers with
service interfaces.

However, then the common
diagrams would not be compatible
with lower rate (< 200 Gb/s per lane)
XAUI-n.

So, leave these diagrams as they
are. Maybe we can revisit this later.

29 August 2024

MAC AND HIGHER LAYERS

< Tolerable.

RECONCILIATION SUBLAYER
DTE 1.6TXS | A
SERVICE —» 1.6TMII TX 1.6TMII
INTERFACE |
DTE 1.6TXS
PMA  PMA:IS_UNITDATA_O:15.request PMA:IS_UNITDATA_0:15.indication
SERVICE —» _ o
INTERFAGE PMA:IS_SIGNAL.indication
v
1.6TBASE-R 16:n PMA
1.6TAUI-n —
h 4
1.6TBASE-R n:16 PMA
PHY XS
SERVICE —» PHY_XS:IS_SIGNAL request | PHY_XS:IS_UNITDATA_0:15.indication
INTERFACE =

PHY_XS:IS_UNITDATA_0:15.request

PHY_XS:I1S_SIGNAL.indication

PHY 1.6TXS

A A

Figure 174-3—Inter-sublayer service interfaces for a 1.6TBASE-R PHY and 1.6TMII
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AUl architecture proposed (3)

PMA
However, as noted earlier, an abstract A A
messaging Condurt between the XAUI_n PMAI|S_UN|TD/IATA_OII'].I’€C]U€|SI PIMA:IS_UNITDA|TA_O:n.indication

H PMA:IS_SIGNAL.request Vi
and the PMA above and beIOW IS PMA:IS_SIGNAL.indication PIMA Service Intertace
required. i | |
xAUI-n Component (host side)
A supporting diagram and text should be XAUI-n Channel
prOVided in eaCh XAUI'n annex. xAUI-n Component (network/module side)
Add the dlagl’am ’[O the rlght '[O PMA.IS_UNITD,IATA_O.n.requelst PIMA.IS_UNITDA|TA_O.n.|nd|cat|on
. PMA:IS_SIGNAL.request

Annex 176D and 176E in a new l B PM?A:IS_SIGNAL.indication BMA Service Interface
subclause defining the service interfaces. v |

PMA
Details Of the Service interfaces are Figure 176D/E-x—Inter-sublayer service interfaces for a 200GAUI-1,

contribution.
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Part Il:
ILT sighaling
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Original ILT concept

The original proposal for ILT it was
assumed that the related function
would be part of the PMA.

Necessary signaling between
Interfaces on the same device would
occur within a signal sublayer, the
PMA.

However, the architecture has evolved
such that the ILT function is now part
of the PMD or AUI component. A
signaling pathway between these
elements needs to be defined.

29 August 2024

Logical view of the start-up function and RTS

Excluding clocking and timing

PMA attached to a PCS

Updated version of ran_3dj elec 0la 240229 slide 16

o
w

PMA

Start-up function

aind / Inv

Sod

Interface A

Interface B

Interface A
(with training)

Retimer

Start-up function
adjacant_rercte RIS

Start-up function

Start-up function
adcert

Training enabled

March 2024

Training enabled
IEEE P802.3dj Task Force, March 2024 Plenary, Denver, CO

Training enabled

Training disabled
11

Source: https://www.ieee802.org/3/dj/public/24_03/ran_3dj_04_2403.pdf

IEEE 802.3dj Task Force

16




Current ILT concept

AUI
Channel

The ILT function is now part of the PMD
and the AUl component.

Interfaces on the same device are within
separated sublayers.

It is not possible to define or depict the
signaling between interfaces as signals
within a sublayer since the ILT functions
are in separate sublayers.

Instead, 802.3 uses service interfaces
for this purpose.
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Clocking

The ILT function includes provision for careful
sequencing of clock source and data source.

It is currently depicted as though the two
Interfaces are within the same sublayer.

However, as shown on the previous slide
there is another sublayer between.

Text and/or diagrams are needed to convey
this.
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Passing ILT states between interfaces

116.3.3.3.1 Semantics of the service primitive

The SIGNAL_OK parameter has
been redefined to convey the
status of the ILT function on each
Interface.

SIGNAL_OK is assigned the
value of the variable
training_status for each of the
PMDs.

A similar assignment has not
been defined for the AUI
components.

29 August 2024

Change the text 116.3.3.3.1 as follows:

IS_SIGNAL.mndication(SIGNAL_OK)

The SIGNAL_OK parameter takes on one of four values: OK. FAIL. IN PROGRESS. or READY. The

values IN PROGRESS and READY are defined only for physical layer implementations that use the inter-

sublaver link training function defined in Annex 176A.

A value of OK indicates that conu
interface supports the values IN_PE
being presented by the sublayer to tl

A value of FATL indicates the subl
Data is not being presented by the
unspecified). If the service interface
indicates that an attempt to commun

A value of IN PROGRESS indicate
sublaver. Data is not being presentec
are unspecified). but it is considert
intervention.

A value of READY indicates tha

communication with the link partner
next higher sublaver are valid but d

sublaver does not require manageme

116.3.3.4.1 Semantics of the service primitive
IS_SIGNAL.request(SIGNAL_OK)

The SIGNAL OK parameter takes on one of four values: OK, FATL, IN PROGRESS, or READY. The
values IN PROGRESS and READY are defined only for physical layer implementations that use the nter-
sublayer link training function defined in Annex 176A.

A value of OK indicates that communication with the next higher sublayer is established. If the service
interface supports the values IN PROGRESS and READY, then a value of OK indicates that valid data is
being presented by the sublayer to the next lower sublayer in the tx_symbol parameters.

A value of FAIL indicates the sublayer has not established communication with the next higher sublayer.
Data is not being presented by the sublayer to the next lower sublayer (the tx_symbol parameters are
unspecified). If the service mterface supports the values IN. PROGRESS and READY. then a value of FAIL
indicates that an attempt to communicate with the next 4178.4 Service interfaces

A value of IN_PROGRESS indicates that the sublayer This subclause specifies the services provided by the PMD. The service interface for this PMD is described
sublayer. Data is not being presented by the sublayer to in an abstract manner and does not imply any particular implementation. The PMD service interface
are unspecified), but it is considered a temporary stz supports the exchange of encoded data between the PMD and the PMD client. The PMD translates the
intervention. encoded data to and from signals suitable for the specified medium.

The PMD service interface is an instance of the inter-sublayer service interface defined in 116.3 for
200GBASE-KR1 and 400GBASE-KR2. in 169.3 for 800GBASE-KR4, and in 174.3 for 1.6TBASE-KRS.
The nominal signaling rate for each symbol stream in PMD:IS UNITDATA jrequest and

to the next lower sublayer are valid but do not represet py iy 1§ NTTDATA_i.indication, where 7 = 0 to n—1, is 106.25 GB.
the sublayer does not require management intervention

A value of READY mdicates that communication
communication with some upper sublayer 1s not fully ¢

e SICGNAL QI parameter of the PMD:IS SIGNAL.indication primitive corresponds to the variable

I training_status of thefinter-sublayer fraining function. as defined in 176A.11.2.1. When SIGNAL OK is
TIET-R=PROORESS or FAIL. the rx_symbol parameters of PMD:IS_UNITDATA_i.indication on all
lanes are unspecified.

IEEE 802.3dj Task Force 19



Passing ILT states between interfaces

The variable training_status is set by the two
ILT state machines, defined in Figure 176A-
6 and Figure 176A-7.

Based on these state machines the adjacent
Interface SIGNAL_OK parameter may be
Interpreted as shown in the table below.

reset +
mr_restart +
ladjacent_remote_rts

START

local_rts < false
USE_TX_CLOCK(local)

Iclient_is_pcs

client_is_pcs

WAIT_ADJACENT

adjacent_isl_ready
adjacent_remote_rts

('mr_trainin enablss +isl_ready) *

y

SWITCH_CLOCK

USE_TX_CLOCK(recovered)
start forward_rts_timer

Received adjacent_remote_rts adjacent_isl_ready Fail?

SIGNAL_OK value
OK 1 1 No
READY 0 1 No
IN_PROGRESS 0 0 No
FAIL 0 0 Yes
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forward_rts_timer_done

TX_CLOCK_READY

isl_ready +
Imr_training_enable

A4
FORWARD_RTS

local_rts < true
training_status < READY

Figure 176A-6—RTS update state diagram
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lreset + mr_restart

QUIET

tx_disable < true

*

Imr_training_enable
quiet_timer_done *
local_rts

—
training_failure < false

start quiet_timer

training_status < IN_PROGRESS

‘ ‘mr_lr:\ninn_nn:hls- quiet_timer_done

SEND_LOCAL

SEND_TRAINING

tx_mode <= local_pattern
tx_disable < false

tx_mode < training
tx_disable <= false
training < true

llocal_rts

local_rts *
local_rx_ready

local_tf_lock *
local_rx_ready *
remote_rx_ready

local_tf_lock *
local_rx_ready *
remote_rx_ready *
local_rts *
remote_rts

recovery_event_count <= 0

local_tf_lock *
v remote_tf_lock
TRAIN_LOCAL
local_tf_lock*
local_rx_ready

A

llocal_tf_lock

TRAIN_REMOTE

llocal_tf_lock

ISL_READY

Tlocal_tf_lock

Yy A v

4
PATH_READY

RECOVERY

start propagation_timer

start recovery_timer
recovery_event_count++

y

propagation_timer_done

local_tf_lock

PATH_OF

tx_mode < data
training < false
training_status <= OK

recpvery_timer_done +
(mgx_recovery_events 1=0) *
(reqovery_event_count >= max_recovery_events)

U

tx_disable < true
training_failure <= true
training_status <= FAIL

Figure 176 A-7—Training control state diagram
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Defining AUI service interfaces

The xAUI-n service interfaces
should be defined in text.

The service interface, per the
definition of an AUI, is the PMA
service interface.

However, the interface above
and below is subtly different.

Change the text in 176D.1 and
176E.1 and add a new
subclause as shown on the
right.
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In 176D.3..
An n-lane C2C component is functionally equivalent to a corresponding n-lane PMD specified in Clause 178

(see 178.8)and-implements-the-same-inter-sublayer-service-interface(see-179-4); using PAM4 signaling at a

nominal signaling rate of 106.25 GBd on each lane. The service interfaces are defined in 176D.x.

In 176E.3..
An n-lane C2M component is functionally equivalent to a corresponding n-lane PMD specified in Clause

179 (see 179.8);and-implements-the-same-inter-sublayer-service-interface(see-179-4}; using PAMA4 signaling

at a nominal signaling rate of 106.25 GBd on each lane._The service interfaces are defined in 176E.x.

Add the following in 176D and 176E
176D/E.x Service interfaces

The PMA above the 200 Gb/s per lane AUI-C2C/C2M is any m:1 PMA for 200GAUI-1, m:2 PMA for
400GAUI-2, m:4 PMA for 800GAUI-4, and m:8 PMA for 1.6 TAUI-8, as specified in Clause 176.

The PMA below the 200 Gb/s per lane AUI-C2C/C2M is any 1:n PMA for 200GAUI-1, 2:n PMA for
400GAUI-2, 4:n PMA for 800GAUI-4, and 8:n PMA for 1.6 TAUI-8, as specified in Clause 176.

The service interface above and below the 200 Gb/s per lane AUI-C2C/C2M is the PMA service interface as
specified in 176.2.

The SIGNAL_OK parameter of the PMA:IS_SIGNAL.indication (for an AUI component above the AUI
channel) or PMA:IS_SIGNAL.request (for an AUl component below the AUI channel) corresponds to the
variable training_status of the ILT function, as defined in 176A.11.2.1. When SIGNAL_OK s either
IN_PROGRESS or FAIL, the corresponding tx_symbol parameters on all lanes are unspecified.

[Also, include the inter-sublayer interface figure shown on an earlier slide.]

IEEE 802.3dj Task Force 21



Assigning values to variables

The variables adjacent_remote_rts and
adjacent_isl ready are defined in Draft 1.1
as shown top right.

These are not sufficiently complete.

Change these definitions as shown in the
bottom right.

29 August 2024

176A.11.2.1 Variables

adjacent_remote_ris
Boolean variable that is set to the value of remote ris on the other interface of the device.

adjacent_isl ready
Boolean variable that 1s set to the value of 1sl_ready on the other interface of the device.

Change the variable definitions and add the note as follows:

adjacent_remote_rts
Boolean variable that indicates the value of remote_rts on the other interface of the device. It is set
to true if the parameter SIGNAL_OK is OK and is otherwise set to false.

adjacent_isl_ready
Boolean variable that indicates the value of isl_ready on the other interface of the device. It is set to
true if the parameter SIGNAL_OK is OK or READY and is otherwise set to false.

NOTE — SIGNAL_OK is received via the IS_SIGNAL.request primitive for an AUl component above
an AUI channel or a PMD, or via the IS_SIGNAL.indication primitive for an AUl component below an
AUI channel.
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xBASE-R SM-PMA (Clause 176)

e To accommodate ILT, the intermediate PMA will need to do the
follow:

* Consider SIGNAL OK states on each input.
* Update the state diagram(s) appropriately.

 Modify SIGNAL OK treatment at each output.

e Set the state value on a combination of input SIGNAL_OK values and state diagram
state(s).

e Pass through clock from input to output in each direction.

29 August 2024 IEEE 802.3dj Task Force
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PMA figures
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° If 200GBASE-R, 400GBASE-R or 800GBASE-R
©If the sublayer below the PMA is an AUI or PMD
2 If the sublayer above the PMA is a 1.6TAUI-16

2 If the sublayer above the PMA is an 800GBASE-R BM-PMA

m= 8 (200GBASE-R), 16 (4D0GBASE-R), 32 (800GBASE-R), or 16 (1.6 TBASE-R)

n=1(200GBASER), 2 (400GBASE-R), 4 (B0DGBASE-R), or 8 (1.6TBASE-R)
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Figure 176-2—200GBASE-R 8:1, 400GBASE-R 16:2, 800GBASE-R 32:4,
1.6TBASE-R 16:8 PMAs functional block diagram
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m = 8 (200GBASE-R), 16 (4D0GBASE-R), 32 (800GBASE-R), or 16 (1 6TBASE-R)

Figure 176-11—200GBASE-R 1:8, 400GBASE-R 2:16, 800GBASE-R 4:32,
1.6TBASE-R 8:16 PMAs functional block diagram
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This slide depicts where some
consideration is required. This is not a
proposal.



PMA state diagram variables

In 176.4.5.2.1 the signal_ok variable is set based on
there being only two values for the parameter
SIGNAL_OK (OK, FAIL). Since there are now four
values (OK, IN_PROGRESS, READY, OK) the
definition must be updated.

Also, it is confusing to define the same variable in

each. Change the name in the variable list and
diagrams.

29 August 2024

Change the definitions for signal_ok (two instances) as follows:

signal_ok_mux
Boolean variable that is set based on the most recently received value of the
SIGNAL_OK primitive on the service interface in the multiplexing direction. It is true
if the value was OK and false-H-the-value-was-FAH--otherwise.

signal_ok_demux
Boolean variable that is set based on the most recently received value of the
SIGNAL_OK primitive of the service interface in the demultiplexing direction. It is
true if the value was OK and false -#-the-value-was-FAH-—otherwise.

IEEE 802.3dj Task Force
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PMA SIGNAL OK values at outputs

Add the following to (m:n and n:m PMA) 176.4.2.1, 176.4.2.2, 176.5.2.1, 176.5.2.2, adding the table only to 176.4.2.1.

The output parameter SIGNAL_OK is set according to Table 176-x.

Table 176-x — Output SIGNAL_OK values
Input SIGNAL_OK value align_status_mux or Output SIGNAL_OK
align_status_demux

OK true OK

false READY

READY N/A READY

IN_PROGRESS N/A IN_PROGRESS

FAIL N/A FAIL

Add the following to 176.6.2.1 and 176.6.2.2 (n:n PMA) ...

The output parameter SIGNAL_OK is set to the value of the received SIGNAL_OK value.
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PMA clock

In 176.4, 176.5, and 176.5 add (with editorial license) text specifying that:
the clock is passed from the interface above to the interface below in the transmit direction
the clock is passed from the interface below to the interface above in the receive direction.

29 August 2024 IEEE 802.3dj Task Force
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XBASE-R Inner FEC (Clause 177)

 Update SIGNAL_OK and state machine definitions in a similar way as
proposed for Clause 176.

* Specify that the clock is passed from the PMD below to the PMA
above and vice versa in a similar way as proposed for Clause 176.

29 August 2024 IEEE 802.3dj Task Force
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Thanks
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